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## Samenvatting

De focus van dit proefstuk is de kwantificatie van belangrijkheid van variabelen uitgaande van input-output data. We tonen aan dat interpretatie van de bijdragen van individuele variabelen enkel inzicht biedt in combinatie met een kwalitatief regressie model. Het opstellen van een regressie model wordt sterk bemoeilijkt door verschillende inherente eigenschappen van real life problemen. De problemen die we bestuderen zijn niet-lineair, en data sets kunnen mogelijk variabelen bevatten die niet relevant zijn. Het is waardevol een maatstaf te hebben om de belangrijke variabelen te kunnen beschrijven, zodat variabelen in eenzelfde model onderling vergelijkbaar zijn. Met deze informatie kunnen accuratere modellen gemaakt worden, en wordt meer inzicht geboden in het probleem. Tot op heden is er geen algemene methode om dit aan te pakken.

Om de belangrijkheid van variabelen na te gaan gebruiken we voornamelijk twee technieken, random forests en symbolische regressie. Beide technieken zijn in staat data van hoge dimensionaliteit te verwerken, maar ze verschillen sterk in hun aanpak en de modellen die ze produceren. Random forests combineert verscheidene classificatie en regressie bomen, terwijl symbolische regressie een populatie van algebraïsche expressies evolueert.

In Hoofdstuk 2 leggen we de belangrijkheid van een variabele vast en introduceren we eigenschappen die het mogelijk maken huidige en toekomstige methodes voor het berekenen ervan, onderling te vergelijken.

In Hoofdstuk 3 analyseren we random forests en het algoritme in detail. We bestuderen ook de parameter gevoeligheid van random forests aan de hand van intuïtieve voorbeelden.

In Hoofdstuk 4 wordt symbolische regressie gesitueerd in een ruimer kader van evolutionaire algoritmen. We illustreren deze techniek op eenvoudige problemen. Ook stellen we methoden op om belangrijkheid van variabelen te bepalen aan de hand van de expressie waar die in voorkomt. Dit leent zich tot integratie met symbolische regressie.

In Hoofdstuk 5 voeren we verschillende experimenten uit die meer inzicht bieden in het gedrag van de verscheidene technieken om belangrijkheid te bepalen. Ook onderzoeken we de impact van vaak voorkomende defecten in real life data sets.

In Hoofdstuk 6 passen we de vergaarde kennis toe op twee case studies. De eerste behandelt data verzameld door de Verenigde Naties, waarmee oorspronkelijk de Human Development Index bepaald werd. We modelleren verschillende variabelen en identificeren invloedrijke factoren door de belangrijkheid ervan te bepalen. De tweede case study behandelt een industriële data set van gas chromatografie metingen van een destillatie toren.

In Hoofdstuk 7 beschrijven we de software die ontwikkeld werd in het kader van deze thesis. In het bijzonder een C++ implementatie van random forests die via een grafische interface te bedienen is. Onze implementatie ondersteunt parallellisatie waardoor computers die beschikken over meerder cores de techniek sneller uitvoeren.

In de Appendices bespreken we vaak gebruikte technieken voor data analyse. Principale componenten analyse en neurale netwerken worden in respectievelijk Appendix A en B behandeld.

## Summary

The focus of this thesis is to quantify the importance of variables starting from input-output data. We show that the interpretation of individual variable contributions is only meaningful in context of a regression model of sufficient quality. Constructing such regression model is hampered by several properties inherent to real life problems. The problems of interest are non-linear, and the data sets potentially contain irrelevant variables. It is desirable to find the driving variables by obtaining a measure relatively comparing variables from the same model. This information would allow the creation of more accurate models, and provide invaluable insight into the problem. At present no general method exists to acquire such measure.

We focus on obtaining variable importances using two modeling techniques, namely random forests and symbolic regression. Both techniques are capable of modeling high dimensional nonlinear data but greatly differ in their approach and produced models. Random forests combines several classification and regression trees, while symbolic regression evolves a population of algebraic expressions.

In Chapter 2 we define variable importance and introduce properties by which existing and future methods for computing variable importance can be compared.

In Chapter 3 we analyze the random forest technique down to the algorithmic details. We also examine the sensitivity of the parameters of random forests using intuitive examples.

In Chapter 4 the symbolic regression technique is situated in the larger evolutionary computation framework. We apply symbolic regression on practical toy problems. In addition we propose methods for determining the importance of a variable directly from the algebraic expression. Such methods are of interest for integration in the symbolic regression framework.

In Chapter 5 we conduct several experiments on understandable problems to provide further insight in the behavior of different variable importance techniques. We also investigate the impact of common defects present in real life data sets.

In Chapter 6 we apply the knowledge gained in the previous chapters to two challenging case studies. The first one deals with data obtained by the United Nations for determining the Human Development Index. We model several output variables and derive importances to identify driving variables. The second case study deals with an industrial data set representing a gas chromatography measurement of a distillation tower.

In Chapter 7 we provide details about the software developed in context of this thesis. Notably the random forest technique is implemented in C++ and accessible through a graphical user interface. Our implementation also supports parallelization, enabling faster execution on multi-core machines.

In the Appendices we summarize background research on commonly used methods in data analysis. Principal component analysis and neural networks are covered in Appendices A and $B$ respectively.

## Contents

Acknowledgements ..... i
Samenvatting ..... ii
Summary ..... iii
1 Introduction ..... 1
1.1 Motivation ..... 1
1.2 Regression Techniques ..... 3
1.2.1 Variable Types ..... 3
1.2.2 Notation ..... 3
1.2.3 Relating Regression to Classification ..... 4
1.2.4 Relating Regression to Optimization ..... 4
1.2.5 Ensemble methods ..... 5
1.2.6 Overview Table ..... 5
1.2.7 Linear Regression ..... 6
1.2.8 Neural Networks ..... 6
1.2.9 Classification and Regression Trees ..... 6
1.2.10 Random Forest ..... 7
1.2.11 Symbolic Regression ..... 7
1.2.12 Common Issues in Regression ..... 8
1.2.12.1 Model Expressiveness ..... 8
1.2.12.2 Model Structure ..... 8
1.2.12.3 Curse of Dimensionality ..... 9
1.2.12.4 Overfitting the Training Data ..... 10
1.2.12.5 Imbalanced Data Sets ..... 10
1.2.12.6 Correlated Inputs ..... 10
1.2.12.7 Missing Data Values ..... 11
1.2.12.8 Local Optima in the Error Surface ..... 11
1.3 Goal of the Thesis ..... 12
1.4 Guide to the Thesis ..... 13
2 What is Importance ..... 14
2.1 Definition ..... 15
2.2 Notation ..... 16
2.3 Overview ..... 17
2.4 Relating Importance to Modeling ..... 17
3 Random Forests ..... 18
3.1 Motivation ..... 18
3.2 Algorithm ..... 18
3.2.1 Building a Tree ..... 18
3.2.2 Building a forest ..... 21
3.2.3 Parameters ..... 22
3.2.3.1 Random Seed ..... 22
3.2.3.2 Leaf Size ..... 22
3.2.3.3 Number of Trees ..... 22
3.2.3.4 Candidate Subset Size ..... 22
3.2.4 Examples ..... 23
3.2.4.1 Finding an Optimal Split in a CART ..... 23
3.2.4.2 Tree Structure and Prediction ..... 24
3.2.4.3 Partitioning the Input Space ..... 25
3.2.4.4 Influence of the Random Forest Parameters ..... 28
3.2.4.4.1 Influence of the Forest Size ..... 30
3.2.4.4.2 Influence of the Leaf Size ..... 31
3.2.4.4.3 Influence of Bagging ..... 32
3.2.4.4.4 Influence of the Candidate Subset Size ..... 33
3.2.4.5 Interpolation Example ..... 33
3.2.4.6 Extrapolation Example ..... 34
3.3 Variable Importance ..... 34
3.3.1 Accumulating the Gini Index ..... 35
3.3.2 Importance Estimation by Shuffling ..... 35
3.3.3 Counting the Number of Splits ..... 36
3.4 Properties ..... 37
3.4.1 Adaptive Nearest Neighbors ..... 37
3.4.2 Model Extrapolation ..... 37
3.5 Applications ..... 37
3.6 Summary ..... 37
4 Symbolic Regression ..... 39
4.1 Motivation ..... 39
4.2 Algorithm ..... 39
4.2.1 Genetic Algorithm ..... 39
4.2.2 Genetic Programming ..... 41
4.2.3 Pareto GP ..... 42
4.2.4 Soft Ordinal Pareto GP ..... 44
4.2.5 ESSENCE algorithm ..... 45
4.2.6 Examples ..... 46
4.2.6.1 Newton's Universal Gravitation Law ..... 46
4.2.6.2 Defining Color Schemes ..... 48
4.3 Variable Importance ..... 50
4.3.1 Population Based VI ..... 50
4.3.1.1 Presence-Weighted VI ..... 50
4.3.1.2 Fitness-Weighted VI ..... 51
4.3.2 Individual Based VI ..... 51
4.3.2.1 Derivation of the Expression ..... 51
4.3.2.2 Substitution by the Mean ..... 51
4.3.2.3 Variable Elimination ..... 52
4.3.2.4 Importance Estimation by Shuffling ..... 52
4.4 Properties ..... 52
4.4.1 Model Structure ..... 52
4.4.2 Stopping Criteria for the Evolution ..... 52
4.4.3 Prediction Confidence ..... 53
4.4.4 Robust Model Building ..... 53
4.4.5 Computational Intensity ..... 53
4.4.6 Model Interpretability ..... 54
4.5 Applications ..... 54
4.6 Summary ..... 54
5 Experiments ..... 56
5.1 Comparative Study ..... 57
5.1.1 Linear Model ..... 57
5.1.1.1 Sampling Uniformly ..... 57
5.1.1.2 Imbalanced Data Set ..... 58
5.1.1.3 Relatively Weak Variables ..... 59
5.1.1.4 Correlated Irrelevant Variables ..... 60
5.1.1.5 Correlated Relevant Variables ..... 61
5.1.1.6 Noisy Variables ..... 62
5.1.2 Newton's Universal Gravitation Law ..... 63
5.1.2.1 Spurious Variables ..... 64
5.1.2.2 Imbalanced Data Set ..... 65
5.1.2.3 Noisy Variables ..... 66
5.1.2.4 Correlated Irrelevant Variables ..... 66
5.1.3 Unwrapped Ball Function ..... 67
5.2 More on Random Forest ..... 68
5.2.1 Linear Model ..... 68
5.2.1.1 Imbalanced Data Set ..... 69
5.2.1.2 Relatively Weak Variables ..... 70
5.2.1.3 Correlated Irrelevant Variables ..... 70
5.2.1.4 Correlated Relevant Variables ..... 72
5.2.2 Newton's Universal Gravitation Law ..... 73
5.3 More on Expression Trees ..... 74
5.3.1 Linear Model ..... 74
5.3.1.1 Imbalanced Data ..... 74
5.3.1.2 Correlated Relevant Variables ..... 76
5.3.2 Newton's Universal Gravitation Law ..... 77
5.3.3 Unwrapped Ball Function ..... 77
5.4 Discussion ..... 78
5.5 Summary ..... 80
6 Case Studies ..... 81
6.1 Human Development Index ..... 81
6.1.1 Purposeful Life ..... 84
6.1.2 Freedom of Choice ..... 84
6.1.3 GDP per Capita ..... 86
6.2 Tower Data ..... 88
6.3 Summary ..... 93
7 Implementation ..... 94
7.1 Random Forest ..... 94
7.2 Expression Evaluator ..... 98
8 Conclusion ..... 100
8.1 Research and Contributions ..... 100
8.2 Future Work ..... 101
Appendices ..... 103
A Principal Component Analysis ..... 104
A. 1 Motivation ..... 104
A. 2 Algorithm ..... 104
A. 3 Example ..... 108
A. 4 Variable Importance ..... 108
A. 5 Applications ..... 109
A. 6 Summary ..... 109
B Neural Networks ..... 111
B. 1 Motivation ..... 111
B. 2 Algorithm ..... 111
B.2.1 Topology and Activation Function ..... 111
B.2.2 Model Training ..... 112
B. 3 Variable Importance ..... 113
B.3.1 Using Model Structure ..... 113
B.3.2 Using Model Error ..... 113
B. 4 Properties ..... 114
B.4.1 Model Evaluation ..... 114
B.4.2 Data Distribution ..... 114
B.4.3 Related Methods ..... 114
B. 5 Applications ..... 115
B. 6 Summary ..... 115
C Variable Types ..... 116

## Chapter 1

## Introduction

### 1.1 Motivation

Living in a technological age is a dream come true. We can accurately observe complex systems, and data collection is commonplace. Scientists have more data available than ever before and are looking for answers. Actually everyone is looking for answers to the same questions: Now that we have all this data, how can we make sense of it? What can the data tell us? What can we learn from it?

The amount of potential knowledge is astounding, but extracting this knowledge from the data is far from easy. The luxury of being able to measure almost everything poses interesting problems. For instance, interpreting data becomes increasingly difficult, the more data there is, as illustrated by the following quotation attributed to Lee Segall: 'A man with one watch knows what time it is, a man with two watches is never quite sure'.

A primary goal when observing complex systems is to describe the system in function of the observed factors. To ensure that this will be possible, one will typically measure too many factors rather than too few. The main problem is no longer what to measure but rather how to interpret many measurements, knowing that some factors might not be contributing to system understanding. This approach can yield vast data sets, which are seldom readily interpretable.

As the adage 'A picture is worth a thousand words' suggests, interpreting data is largely a matter of representation. In other words the aim is to first find a suitable representation of the data, and interpret that representation instead of the raw data. Creating such representation is one of the primary motivations for modeling. A model describes a transformation of the input parameters corresponding to observed factors to a response corresponding to system behavior. If the response of a model is truthful to the system under study, conclusions based on that model are valid for the system as well. We argue that it is the model that explains the data by making meaningful interpretations possible.

Most modeling techniques assume that all input parameters contain information, and include all input parameters in the resulting model. This assumption is not always realistic in an experimental setting where the observed process might not be well-understood. In order to apply these modeling techniques in such a setting, one must first perform feature selection.

Feature selection techniques extract a subset of the original variables, discarding variables that hold no useful information. For example multiple models could be build, using different subsets of input parameters until a satisfactory model is found. This relies on the fact that
a model of sufficient quality can not be build if an important variable is missing, and the model quality will deteriorate quickly if meaningless features are added. Remark how the usefulness of a variable is directly related to the modeling technique. In theory this approach is applicable to all modeling techniques. However, selecting the subsets to consider is a non-trivial practical issue. If no assumptions can be made, even the size of the optimal subset is unknown, leading to many possible variable combinations. Since considering a subset results in rebuilding the model, this incurs a serious computational investment. It is therefore of interest to strategically choose which subsets to consider. Two traditional approaches are forward selection and backward elimination. In forward selection the size of the subset is iteratively increased by one. Variables are added such that the subset produces the best model with dimensionality equal to the subset size, until no further improvement is observed. Backward elimination works the other way around, starting from the full variable set and iteratively removing the variable with the least impact on the response until the model quality is considered insufficient.

A related class of techniques are known as dimensionality reduction techniques. Here the goal is to find a lower dimensional representation of the original data. While this is different from feature selection, the two terms are sometimes used interchangeably in the literature. In this thesis we use the terms as described in this section to avoid confusion.

Many modeling techniques were designed to represent data compactly and deliver accurate models. Since we are interested in understanding the process under observation, it remains paramount to gain insight in the contributions of parameters, as to identify the driving factors of the process. We argue that even the most accurate model does not directly improve problem understanding if it can not provide an interpretable measure of importance for each of its variables. The uninterpretable black box that is the process would merely be replaced by an equally uninterpretable model.

Determining when a variable can be considered important in context of a given model is the core topic in this thesis. We will treat a variable as important if its presence or absence in the model matters, not unlike the feature selection techniques. However, some subtleties must be addressed, specifically inter-dependent variables. These are variables which only hold information if combined with other variables. In other words, such variables by themselves are unable to provide any predictive power, it is only by a combination they can provide insight. A traditional example of such inter-dependency is the $\mathrm{XOR}^{1}$ problem, also discussed in [32]. For that problem a prediction based on any one input variable will not perform better than randomly selecting an output value. For feature selection algorithms such as forward selection, inter-dependent variables can be problematic. Using forward selection, any one variable of an inter-dependent set of variables will never be added to the subset, since it does not directly improve prediction results.

The knowledge gained from variable importance is key to process optimization. If after a series of exploratory experiments the variables' influences are discovered, future efforts can be focused on the meaningful aspects of the process. Not only does this catalyze further progress, but it can very well result in significant monetary savings or earnings. For instance, once variables are known to be unrelated to the process behavior, it will no longer be necessary to measure them.

[^0]
### 1.2 Regression Techniques

Regression techniques are designed to solve so called regression problems. Any regression problem consists of describing a mapping of several input variables to one or more output variables. This is an instance of supervised learning, where it is known which variable to predict. This contrasts with unsupervised learning, were techniques aim to discover novelties or patterns in the data without the prior separation of input and output. Input variables are also known in the literature as predictors, features or attributes, while output variables are called responses. We will use these terms interchangeably. The mapping constructed by a regression technique is formalized into a model, and this model is able to predict the response(s) using the input variables.

In this thesis we focus on regression techniques which we will later use to discuss and analyze variable importance in different settings. The covered material is not meant to be exhaustive and we refer to the literature for other techniques [97]. The techniques we used will be informally introduced in the remainder of this section. Future chapters will cover each technique separately in more detail.

### 1.2.1 Variable Types

Not all variables can be treated equally. Intuitively a variable assuming values from the set $\mathcal{S}=\{$ Kitten, Puppy, Goldfish $\}$ will be handled entirely different than a variable assuming values in the set of real numbers $\mathbb{R}$. In this thesis we only consider continuous variables, and we refer to Appendix C for a discussion on other variable types.

### 1.2.2 Notation

To make further formalizations possible we will first introduce some notational conventions followed throughout the thesis. We will denote a functional relation as:

$$
\begin{equation*}
f(\mathbf{x})=y, \quad \text { where } \mathbf{x} \in \mathbb{R}^{d}, y \in \mathbb{R} \tag{1.1}
\end{equation*}
$$

The data set is then represented as an $n \times d$ input matrix $X$, and an $n \times 1$ output vector $Y$. Variable $i$ will be denoted by $x_{i}$ for $i=1, \ldots, d$. The $j$ th observation is denoted by $x^{j}$ for $j=1, \ldots, n$. A specific data value in $X$ will be denoted by $x_{i}^{j}$ such that $i$ is the variable index, and $j$ is the observation number. Analogous conventions will be used for $Y$.

Now we can formalize regression as follows: given a data set $\{X, Y\}$ with an unknown relationship $f$ such that $f(X)=Y$, construct a predictor $\hat{f}: \mathbb{R}^{d} \mapsto \mathbb{R}$ such that:

$$
\begin{equation*}
\hat{f}(\mathbf{x})=\hat{f}\left(x_{1}, \ldots, x_{d}\right)=\hat{y}, \quad \text { where } \widehat{y^{j}} \approx y^{j} \quad \text { for } j=1, \ldots, n \tag{1.2}
\end{equation*}
$$

In other words the model prediction should approximate the original relation. The quality of this approximation is determined by an error or loss function $L(y, \hat{y})$, such that $L$ is large when the prediction is poor. The squared error is commonly used as a loss function: $L(y, \hat{y})=\|y-\hat{y}\|_{2}$. The mean sum of square errors on the data set estimates the expected value of this loss function:

$$
\begin{equation*}
M S E=\frac{1}{n} \sum_{j=1}^{n}\left(y^{j}-\widehat{y^{j}}\right)^{2} \tag{1.3}
\end{equation*}
$$

A regression model will minimize the expected error, given a loss function. Remark that there could be more than one output variable, in which case the output is denoted by the vector $\mathbf{y}=\left(y_{m}, \ldots, y_{m}\right)^{T}$, and $Y$ will be an $n \times m$ matrix. In this thesis we only consider the case with one output variable.

Ensemble methods will use a set of models for prediction, which we will denote by $\mathcal{M}=\left\{M_{1}, \ldots, M_{s}\right\}$. The prediction of an ensemble method is then formalized as a combination of the predictions by individual models:

$$
\begin{equation*}
\hat{f}(\mathcal{M}, \mathbf{x})=\mathcal{C}\left(M_{i}(\mathbf{x})\right), \quad \text { for } i=1, \ldots, s \tag{1.4}
\end{equation*}
$$

where $\mathcal{C}$ is a function combining individual predictions. Often $\mathcal{C}$ will be a weighted sum, such that we can write:

$$
\begin{equation*}
\hat{f}(\mathcal{M}, \mathbf{x})=\sum_{i=1}^{s} w_{i} M_{i}(\mathbf{x}) \tag{1.5}
\end{equation*}
$$

### 1.2.3 Relating Regression to Classification

While regression deals with output variables with an infinite number of possible values, classification treats problems where the domain of the output variable is a finite set. In a classification context the output variable is referred to as the class label. In other words, the classification problem consists of assigning labels to input points, or inferring the class, given a set of attributes. Regression is sometimes seen as an extension from classification, in the sense that it would be a classification problem with infinite output classes. While this seems plausible at first, assumptions made by classification techniques do not always generalize well to regression problems. Most often, classification focuses on discovering decision boundaries separating the output classes, instead of a more direct approximation of the response such as found in regression.

### 1.2.4 Relating Regression to Optimization

While regression techniques construct models to approximate the underlying relation between input and output variables, optimization techniques find minima or maxima of arbitrary functions. We already stated that a regression model minimizes the expected error, such that $\hat{y^{i}} \approx y^{i}$. This allows regression problems to be reformulated as optimization problems given an error function. We note that apart from the MSE, the sum of the squared errors (SSE), and the root mean square error (RMSE) can also be minimization targets:

$$
\begin{equation*}
S S E=\sum_{i=1}^{n}\left(y^{i}-\hat{f}\left(x^{i}\right)\right)^{2} \quad M S E=\frac{1}{n} S S E \quad R M S E=\sqrt{M S E} \tag{1.6}
\end{equation*}
$$

Most regression techniques define a class of models. Constructing an optimal model is then equivalent to minimizing one or more error functions over all models within this class. Remark that not all modeling techniques use the same error function, although the RMSE is widely used. This concept of optimization is applied once the model structure is known, and a set of model parameters is to be optimized.

Remark that the minimization of the prediction error can be a non-convex optimization problem, such that convergence to a global optimum is not guaranteed. In particular the search space may contain local optima, which some optimization techniques identify as the
solution, yielding suboptimal results. Navigating such search spaces is a challenge that calls for sophisticated optimization techniques. Issues prevalent in optimization are also of interest for regression. The specific issue of local minima will be revisited in Section 1.2.12.8.

### 1.2.5 Ensemble methods

While many modeling techniques provide a single model of high accuracy, another approach is to base predictions on a model ensemble, a collection of multiple models. Predictions of individual models are combined in a meaningful way to provide an accuracy expected to surpass any single model in the ensemble. For example in classification problems it is common to build several models, and let each model then 'vote' for a predicted class label. The class label which receives the most votes will then be accepted as the final solution. The advantage of combining multiple models is that not every model must be equally accurate in the whole input range, as long as the majority of models is of sufficient quality. Since creating models of lower quality is typically less computationally intensive than creating high quality models, this approach could potentially save computational resources. Remark that individual models in the ensemble are not required to approximate the whole input space with high accuracy. However, for this approach to work, individual models should at least be accurate in a region of the input space.

### 1.2.6 Overview Table

|  | Linear <br> Regression | Neural <br> Networks | Random <br> Forests | Symbolic <br> Regression |
| :---: | :---: | :---: | :---: | :---: |
| Knowledge about explicit model structure required | Yes | No | No | No |
| Parametric or Non-parametric | Param. | Param. | Non-param. | Non-param. |
| Possibility for Local Adaptation | No | $\mathrm{No}^{(1)}$ | Yes | No |
| Model complexity depends on the \# of data samples | No | $\mathrm{No}^{(1)}$ | Yes | No |
| Potential to create compact models irrespectively of data size and structure | High ${ }^{(2)}$ | Limited | Limited | High |
| Can final models provide insight into the problem, and increase system understanding | Yes | Hardly | Hardly | Yes |
| Complexity control possible | Yes | Yes | Yes | Yes |
| Danger to over-fit the data without explicit complexity control? | No | High | Limited | No |
| Danger of having insignificant variables in final models | Present | Present | Present | Not Present, or Heavily Reduced |
| Danger of NOT having significant variables in final models | Not Present | Present | Present | Present |

Table 1.1: Overview of the properties of different modeling methods, as described in [116].
${ }^{(1)}$ Yes, for radial basis function neural nets.
${ }^{(2)}$ If the model structure is correct.

### 1.2.7 Linear Regression

A linear least square model predicts the output variable by considering a linear combination of the input variables, such that the SSE with respect to the original data is minimal. In other words fitting such a model is equivalent to the optimization of parameters $w_{i}$ for $i=0, \ldots, d$ using the model structure:

$$
\hat{f}(\mathbf{x})=\sum_{i=1}^{d} w_{i} x_{i}+w_{0}
$$

This can also be formulated as the solution to a linear set of equations, by introducing the so-called design matrix $A$ :

$$
A=(\mathbf{1} X), \quad \text { where } \mathbf{1}=(1,1, \ldots, 1)^{T}
$$

The set of linear equations, also called normal equations, is then given by:

$$
A^{T} A \mathbf{w}=A^{T} y, \quad \text { where } \mathbf{w}=\left(w_{0}, w_{1}, \ldots, w_{d}\right)^{T}
$$

Solving for $\mathbf{w}$ yields the coefficients of the linear model. Remark that this approach can be generalized further by using basis functions. For example it could also be used for fitting polynomial models.

### 1.2.8 Neural Networks

Neural networks are inspired by the operation of the human brain. The behavior of biological neurons is mimicked by simple artificial representations. Multiple neurons are interconnected and organized in a directional network, as shown in Figure 1.1. Each neuron performs an operation on a weighted combination of its inputs, this operation is known as the activation function. An activation function produces an output value, such that propagating input values through the network yields a prediction for the output variables. This transformation is defined by the combination of the network topology, connection weights and activation function, ie. the functional relationship between input and output is modeled by the network. This implies that an explicit analytical form for the model might not be readily available. Typically, the topology and activation function are chosen depending on model requirements such as non-linearity. Optimal connection weights are then determined such that the model prediction error is minimized.

We refer to Appendix B for a summary of our background research on neural networks.

### 1.2.9 Classification and Regression Trees

Classification and regression trees (CART) are closely related to decision trees. While a decision tree represents a series of questions branching for each meaningful answer, a CART inspects a property of the data and branches for each possible outcome. Without loss of generality we only discuss trees involving binary decisions. This restricts answers to questions in decision trees or CARTS to either 'yes' or 'no', as shown in Figure 1.2. While decision trees are intuitively interpretable, this property is less evident for a CART. In order to construct a good decision tree it is essential to ask the right questions. Analogously the construction of an optimal CART, with highest predictive accuracy, consists of finding optimal data properties. For more information on how to construct a CART we refer to Section 3.2.1.


Figure 1.1: An example of a neural network with one hidden layer. Each arrow indicates a connection, with an associated weight. At every internal node a function is performed on the combination of incoming connections, producing one output value. Remark that the network does not need to be fully connected as depicted here.


Figure 1.2: An example of a very simple CART. A prediction value is present in the leaf nodes, the prediction path through the tree is determined by data characteristics tested in each node.

### 1.2.10 Random Forest

From the simple regression tree shown in Figure 1.2 it is intuitively clear that a single tree does not approximate smooth functions well. Random forest (RF) improves the approximation of smooth functions by combining multiple regression trees in an ensemble. However, the construction of an optimal regression tree is deterministic, such that there would only be one tree for any given data set. However, suboptimal trees are not unique and individuals in an ensemble are not required to be optimal. By introducing a random component RF will create an ensemble of several suboptimal trees. This will enable the approximation of smooth functions, while remaining computationally feasible. In addition this technique can be used for both regression and classification tasks, and provides several variable importance measures.

We study this technique extensively in Chapter 3.

### 1.2.11 Symbolic Regression

Symbolic regression (SR) is a genetic programming technique where no assumption is made about model structure, and all models are explicit algebraic expressions. While the number of possible algebraic expressions for a given set of variables is infinite, SR aims to find optimal expressions. Algebraic expressions can be represented as a parse tree, as shown in Figure 1.3. In SR, a population of models is created, where each model is represented as a parse tree. This population evolves by strategically manipulating the parse trees, such that the model quality gradually improves. This involves the trade-off between model accuracy and model
complexity. Multiple models within a population can be optimal with respect to this trade-off, and a final solution consists of such optimal models. One can then either combine all optimal models, or a subset, in an ensemble.

We study this technique extensively in Chapter 4.


Figure 1.3: An example of a parse tree for the expression $\left(x_{1}-5+x_{2}\right) \frac{x_{3}}{2}$. Symbolic regression will construct a population of parse trees, which gradually evolve to optimal algebraic expressions expressing the functional input-output relationship of the data.

### 1.2.12 Common Issues in Regression

### 1.2.12.1 Model Expressiveness

This issue is inherent to any modeling approach, and not specific to any technique in particular. Since a model represents an unknown underlying relation between input and output variables, such a relationship is expected to exist in the first place. In other words the 'Garbage in, garbage out' principle is certainly applicable in regression. While it would be interesting if the next winning lottery numbers could be predicted from ones shoe size, this does not make sense. For this trivial example it is obvious that the shoe size will not contain any valuable information, but this intuitive approach does not scale well.

The actual issue is that in order to construct a good model, the contributing factors should be known. In other words the relevance of variables is expected to be known in advance. This assumption does not hold in an experimental setting since the behavior of the system is $a$ priori unknown. Even when a good model is available, understanding the variable importances of all inputs is of great interest since it could simplify future models and observations. In addition, variable importances are instrumental to gain insight into both the model and the process under study.

### 1.2.12.2 Model Structure

Many modeling techniques rely on the relationship between regression and optimization to construct the model. This readily implies that the model structure should be known in advance, otherwise it is not possible to formulate an explicit optimization problem in function of the model parameters. In reality the optimal model structure is often unknown, even with extensive domain knowledge. Also note the conflict of interest with respect to model structure complexity: It is desirable that a model is simple, so interpretation is straightforward, while
it should remain complex enough to capture the behavior under study. In other words, the model should be as simple as possible but not simpler.

### 1.2.12.3 Curse of Dimensionality

To see the impact of dimensionality on problem understanding, consider the input variables in a $d$-dimensional space. Now suppose we want this space to be sampled on a lattice with a certain density, ie. the number of points per unit volume. Let us start by sampling the unit interval with 10 equidistantly spaced points, and generalize to higher dimensionality. If we want to sample the two dimensional space with the same density, it would require $10^{2}$ points. Analogously a three dimensional space, where sampling with the same density would require $10^{3}$ points. Remark that the increase in required data is exponential with respect to the dimensionality, see also Figure 1.4 for a visual representation. The amount of data available can thus be counterintuitive, for example a data set of ten variables will still be a sparsely sampled input space when $10^{5}$ records are available.


Figure 1.4: The unit interval, square and cube sampled with equal densities. The number of points needed to accomplish this increases exponentially.

Traditional metrics such as the Euclidean distance also behave counter-intuitively in high dimensional space [3]. In addition, the volume of the 'center' of the space decreases dramatically. This can be observed by generalizing the proportion of the volume of a circle inscribed in a square to the volume of that square as shown in Figure 1.5. In a $d$-dimensional space we compare the volume of a hypersphere with radius $r$ to that of a hypercube with sides of length $2 r$. The volume of the hypersphere is given by:

$$
\begin{equation*}
V_{\text {hypersphere }}=\frac{2 r^{d} \pi^{d / 2}}{d \Gamma(d / 2)}, \quad \text { where } \Gamma \text { is the Gamma function. } \tag{1.7}
\end{equation*}
$$

And the volume of the hypercube is given by:

$$
\begin{equation*}
V_{\text {hypercube }}=(2 r)^{d} \tag{1.8}
\end{equation*}
$$

It then becomes apparent that the hypersphere becomes an insignificant volume relative to the hypercube:

$$
\begin{equation*}
\lim _{d \rightarrow \infty} \frac{V_{\text {hypersphere }}}{V_{\text {hypercube }}}=\frac{\pi^{d / 2}}{d 2^{d-1} \Gamma(d / 2)}=0 \tag{1.9}
\end{equation*}
$$

In other words, any random point in a high dimensional space is more likely to be close to a boundary of that space than in the center of that space.


Figure 1.5: Visualization of the 'center' of a space in two and three dimensions, the circle and sphere respectively. The ratio of volumes of this 'center' compared to the full space will be of interest and is shown in Equation 1.9 to converge to zero with increasing dimensionality.

### 1.2.12.4 Overfitting the Training Data

Overfitting is the phenomenon occurring when a model has a low prediction error on data it has been trained with, but fails to generalize predictions to unseen input values. An extreme case would be a black box model that would explicitly store the data set, producing the known output if the input values are in the data set and an arbitrary value otherwise. Overfitting can be caused by several issues, for example an overly complex model structure.

### 1.2.12.5 Imbalanced Data Sets

Closely related to the curse of dimensionality is the issue of imbalanced data, when some areas of the input space are overrepresented such as shown in Figure 1.6. Since common error functions such as the SSE will sum the errors over all points, small errors in an oversampled area will be inflated due to large number of points in that area. In practice the resulting models will overfit in the oversampled areas, and accuracy will deteriorate in other areas. Remark that the problem is more complicated than sketched here, since it is, for example, desirable to sample proportional to the change in response in an area. A recent summary of available techniques in classification is given in [37, 16, 20], as well as a clear discussion on the problem. In [116] this topic is covered extensively in a regression setting.

A related and important research question is how to choose the sample points prior to the actual measurements. Although this topic is not elaborated further in this thesis we want to refer the interested reader to design of experiments [95] and space-filling designs [113].

### 1.2.12.6 Correlated Inputs

Formally the linear correlation between two random variables $x_{1}$ and $x_{2}$ is defined as:

$$
\rho_{x_{1}, x_{2}}=\frac{E\left[\left(x_{1}-\mu_{1}\right)\left(x_{2}-\mu_{2}\right)\right]}{\sigma_{1} \sigma_{2}}, \quad \text { with } \mu_{i} \text { the mean and } \sigma_{i} \text { standard deviation }
$$

Conceptually correlated input variables occur when information is replicated across several variables, which is not limited to linear correlation. The problem is that the extra input dimensions they create are meaningless. For example if one variable is a multiple of another



Figure 1.6: Both images contain the same number of data points. On the left an example of an unbalanced data set, on the right an example of a random uniform sampling. Remark that in some cases the data set on the left is preferred if the response behaves wildly in the oversampled areas.
variable, the same information could be represented by a single variable. Such meaningless dimensions increase the curse of dimensionality effect, which is to be avoided. In addition modeling techniques relying on optimization are affected as well. The optimization is considerably more difficult the higher the dimensionality, indicating that modeling a data set with highly correlated variables may produce poor models.

### 1.2.12.7 Missing Data Values

While already noted in Section 1.2.12.1 an underlying relation can only be adequately modeled if all contributing variables are present in the data set. Yet even if all variables are present, not all values might be available for all data records. For example suppose we are interested in five variables but are restricted to measuring only four variables at any given time due to external requirements. All data collected during such experiments will have an unknown value in one dimension. Unfortunately there is no universal solution to handle missing values. A statistical analysis of this problem is given in [71].

### 1.2.12.8 Local Optima in the Error Surface

In Section 1.2.4 we mentioned that regression problems can be reformulated as optimization problems, and local optima can be problematic when the solution to an optimization problem as found by an optimization technique is not a global optimum. Such solution is only optimal in a neighborhood surrounding it. The presence of local optima is dependent on the function to optimize, and the impact they have on the final solution depends on the optimization technique. To illustrate how this can be a problem we briefly explain the steepest descent method.

With steepest descent a function is optimized iteratively by following a trajectory in the input space, such that every step is advancing towards the optimum. Starting at a point input space, the gradient in that point is calculated. The next point to consider lies in the direction of the negative gradient, thus descending as fast as possible. It is not hard to imagine
a function where the steepest descent approach will be stuck in a local optimum, as shown in Figure 1.7. This illustrates that the choice of optimization technique will be instrumental in finding good models.



Figure 1.7: Two examples of a local minima where steepest descent would be stuck. In a local neighborhood this minima will be optimal, but the global optima is some distance away.

### 1.3 Goal of the Thesis

Our primary goal is to gain understanding about variable importance, guided by comparative experimental results. To that end we provide an overview with a selection of available methods. In particular we discuss how these methods differ conceptually and why it matters. We believe this to be fundamental for interpreting both models and variable importances obtained with these methods. While a formal discussion is beyond the scope of this thesis, we refer to the literature where applicable. So while not all aspects are discussed here, we provide useful references for the interested reader. We focus on two methods in particular: random forests and symbolic regression.

We can not stress enough that insight in a modeling technique and the resulting model(s) is paramount to understanding variable importances for the resulting model(s). To that end we present an extensive analysis of RF since this technique is widely used in many research fields for obtaining variable importance.

In summary we aim to raise awareness in important issues related to modeling and variable importance illustrated by experimental results, and inspire future researchers to continue the quest for knowledge.

### 1.4 Guide to the Thesis

We found that enumerating the chapters in sequential order is not optimal for representing the structure of this thesis. We reveal interconnections between chapters on a mind map, shown in Figure 1.8.


Figure 1.8: A mind map depicting the interconnections between different chapters of this thesis.

In the next chapter, the thesis addresses a core question: 'What is importance?'. We learn that importance in regression is only meaningful in context of a sufficient model. This is the motivation to examine two modeling methods in detail.

Both methods greatly differ in their approach and produced models. Random forests combines several classification and regression trees, while symbolic regression evolves a population of algebraic expressions. Random forests is analyzed in Chapter 3, and symbolic regression is studied in Chapter 4.

We also researched commonly used methods in data analysis, principal component analysis and neural networks. They are summarized in Appendix A and B respectively.

Several experiments that increased our understanding of the variable importance properties of random forests and symbolic regression are discussed in Chapter 5. Using the insight gained from these experiments we proceed to determine variable importances for two real-life problems in Chapter 6.

In order to perform both the experiments and case studies, we developed software components. We describe this implementation in Chapter 7.

This thesis concludes in Chapter 8 were the research and contributions are summarized, and future work is outlined.

## Chapter 2

## What is Importance

Using the term variable importance (VI) is not sufficient to express the different aspects of importance. This chapter explores different points of view, and provides context for later discussions.

Feature selection (FS) aims to extract a subset of features. Feature selection could be viewed as quantification of importance by assigning a score of either zero or one to variables, indicating whether to select them or not. But when we talk about VI we mean a quantification of importance such that scores of different variables are mutually comparable. Once importances are determined they could be used to perform FS, but it is assumed the quantification will be more informative than the subset presented by a FS technique. Even though the approaches are different, results should at least be consistent. In other words variables selected by FS should receive a high VI score, and conversely variables with highest VI score should be selected by FS.

We distinguish between methods computing either an absolute or relative importance. We use the term relative importance if the value is only interpretable in combination with importance values of other variables. In contrast, an absolute importance would also be interpretable in its own right, independently of the values for other variables.

In general variable selection algorithms come in three varieties: filter, wrapper and embedded methods [32,55]. A filter method relies only on the characteristics or structure of the data and will determine importances without explicitly building any models. Wrapper methods are applicable when a sufficient model is already found and will estimate variable importance based on model evaluation. An embedded method determines variable importance during the model building process, typically resulting in a form of automatic feature selection guiding the modeling process.

We argue that filter methods can be used as preprocessing to remove some variables completely unrelated to the response. Although they will provide no further insight in the remaining variables since a meaningful interpretation of their contribution requires a model. While wrapper methods do use models, they handle it as if it were a black box simulation. Implying they are by definition constrained by the model they operate on, reflecting the limitations of the modeling engine. Embedded methods are beneficial since some VI information is used during model construction. Remark that this information will not be complete during model construction, but can serve as an indicator for the modeling technique. In addition embedded methods determine VI during model building. This removes the need to remodel excessively when the goal is to select a suitable variable subset, in contrast with
the forward selection or backward elimination FS techniques.
In summary, we distinguish methods either determining absolute or relative importances, optionally building and rebuilding models, as shown in Figure 2.1.


Figure 2.1: Different approaches of determining variable importances. Importance can be either absolute or relative, and is derived using either only the data or using models. If models are used, they can optionally be rebuild while determining the variable importances.

### 2.1 Definition

In our definition, something is important if its presence or absence matters. In other words the measure of importance is proportional to the change resulting from presence or absence. The importance of an input variable is determined by its power to both explain and predict the behavior of the system under study, i.e. the behavior of the response variable.

The importance of a variable can only be reliably interpreted given a functional relationship between the inputs and the response. A straightforward approach would be to determine the partial derivative of the model, and see how it varies across the input space:

$$
\begin{equation*}
\mathcal{I}_{i}(y, \mathbf{x})=\frac{\partial \hat{f}}{\partial x_{i}}(\mathbf{x}) \tag{2.1}
\end{equation*}
$$

An input variable is not important if it does not cause any change in the response, i.e. the partial derivative of the model over this variable (if it exists) is zero across the entire input space. Remark that the partial derivative is by definition a local property in case of nonlinear models. Consequently, variable importance should also be treated as a local property.

In practice, variable importance is estimated through sensitivity analysis. It is defined as the observed change in the response for when the value of that variable is varied while fixing the other variables to one of several configurations. The problem is that unless input-response models are given analytically as continuous differentiable functions, the sensitivity analysis must be performed by manually exploring the behavior of the response with little if at all quantification of importance. In this thesis we explore different approaches to sensitivity analysis in search for a method providing reliable importances.

Our aim is to build global models for a data set. Therefore, we are primarily interested in the variable importance over the whole input domain, given a model. In other words with
variable importance we want to express the global influence of a variable instead of the local influence. To that end local importances are accumulated:

$$
\begin{equation*}
\mathcal{I}_{i}(y)=\sum_{k=1}^{n}\left|\frac{\partial \hat{f}}{\partial x_{i}}\left(x^{k}\right)\right| \tag{2.2}
\end{equation*}
$$

In addition we should confront another problem: are the variables present in optimal models that minimize the prediction error per se relevant to the problem? As it turns out not all such variables provide insight into problem understanding [55], and this distinction is highly dependent on the modeling technique. This can be an issue when using FS techniques, where the prediction error is the only available measure. The definition of importance we use will take the individual contribution to the response into account instead of only the total prediction error.

There is no universally acceptable method available to perform variable importance analysis. However, we identify several properties which would be present in a good VI method, and by which existing methods can be compared:

- Interpretability-Obtained importances should reflect the importances of the true input variables, without transformation.
- Strictness-Only variables relevant to describing the response should be allocated importances, so spurious variables should not appear important.
- Conservativeness-At intermediate stages of importance analysis all potentially interesting variables should receive importance.
- Reproducibility-A result can only be considered correct if it is reproducible.
- Universality-It is desirable for importances to be mutually comparable, and in addition to be problem independent.


### 2.2 Notation

More formally we will describe VI depending on which type of method was used to obtain it. In case of a filter methods:

$$
\begin{equation*}
\mathcal{I}_{i}=\mathcal{I}\left(\mathbf{x}_{i} \mid X, Y\right) \tag{2.3}
\end{equation*}
$$

In case of a wrapper method:

$$
\begin{equation*}
\mathcal{I}_{i}=\mathcal{I}\left(\mathbf{x}_{i} \mid M, X, Y\right), \quad \text { where } M \text { a model or model set } \mathcal{M} \tag{2.4}
\end{equation*}
$$

Embedded methods can in general be described as:

$$
\begin{equation*}
\mathcal{I}_{i}=\mathcal{I}\left(\mathbf{x}_{i} \mid \text { method, } X, Y\right) \tag{2.5}
\end{equation*}
$$

### 2.3 Overview

We compiled Table 2.1 to provide an overview of the properties discussed in Section 2.1 for different VI methods. Note that the table reflects conclusions from our experiments, detailed in Chapter 5.

|  | Interpretable | Strict | Conservative | Reproducible | Universal |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Linear models | yes | yes | yes ${ }^{(1)}$ | yes | yes |
| PCA | no | maybe | maybe $^{(2)}$ | yes | no |
| Neural Networks | yes | maybe $^{(2)}$ | maybe $^{(2)}$ | yes | no |
| Random Forests | yes | no | no | yes | no |
| Symbolic Regression | yes | yes | yes | yes ${ }^{(3)}$ | yes |

Table 2.1: Overview of properties by different variable importance methods.
${ }^{(1)}$ If the model structure is correct.
${ }^{(2)}$ If the technique is applicable.
${ }^{(3)}$ Given enough time.

### 2.4 Relating Importance to Modeling

We already mentioned that the importance of variables can only be interpreted in function of a model. Perhaps surprisingly, variable importances are also valuable to the modeling process. Not only do they grant embedded methods guidelines for generating good models, but VI can also be instrumental in model verification. If extensive domain knowledge is available such that relevant variables are known in advance, even models achieving a low prediction error can be safely rejected if they do not incorporate these relevant variables. A situation where all relevant variables are known in advance is of course highly artificial and would remove the need to use VI methods. However, in practice it is not uncommon that a small subset of the variables is known to be relevant. Remark that if known relevant variables do not have a high VI score, this is either an indication that the modeling technique is not expressive enough, or the produces model is not sufficient, or that the expected relationship is simply not captured by the data.

## Chapter 3

## Random Forests

### 3.1 Motivation

The random forest (RF) technique was introduced by Breiman [13] as an ensemble of classification and regression trees (CART). We found RF to be an attractive method since it can handle large data sets of high dimensionality, and is applicable to either classification or regression problems. It is also one of the more accessible methods, in the sense that the algorithm and reasoning is rather intuitive. An accessible treatment is also provided in [99], for a formal treatment we refer to [9]. In addition RF is praised for its robustness, especially when dealing with data sets of very high dimensions such as gene expression data [5, 23]. This desirable quality is due to a VI scheme incorporated in the modeling technique, which we will examine as well.

### 3.2 Algorithm

### 3.2.1 Building a Tree

Once constructed, a CART represents a specific partitioning of the input space. Consider the root node to contain the full data set, and each child of the node to contain the partition of the data set satisfying the test imposed by that node. The construction of a tree starts at the root, where we have to determine a test suitable to partition the data in two groups. We only deal with binary trees, so we are restricted in this choice since the answer to this test should be either 'yes' or 'no'. Even with this restriction, tests such as $x_{i}=x_{j}$ or $x_{i}<x_{j} * x_{k}$ would be possible. Breiman also introduced RF techniques where the combination of variables is allowed [13], but we consider the version where a single variable is compared with a constant. In other words, the only splits allowed are of the form $x_{i}<c$ where $c$ is a constant known as the decision value, and $x_{i}$ is known as the decision variable. Even though this additional restriction is limiting, testing every variable $x_{i}$ for $i=1, \ldots, d$ remains infeasible when handling high dimensional data sets.

At every inner node $j$ a candidate variable set $\mathcal{V}_{j}=\left\{x_{k}\right\}$ is selected randomly such that $k \in\{1, \ldots, d\}$ and $\left|\mathcal{V}_{j}\right|=K$ where $K$ is typically much smaller than $d$. For each variable within this candidate set the optimal value for $c$ is determined by consulting an information gain criterion $G\left(x_{k}, c, X, Y\right)$. The considered values for $c$ are the midpoints of two sequential
values in the sorted values of variable $k$, formally $c$ will be a member of set $C$ :

$$
\begin{equation*}
C=\left\{\left.\hat{x}_{k}^{i}+\frac{\hat{x}_{k}^{i+1}-\hat{x}_{k}^{i}}{2} \right\rvert\, i \in\{1, \ldots, n-1\}\right\} \tag{3.1}
\end{equation*}
$$

where $\hat{x}_{k}$ are the sorted values of $x_{k}$.
The split in that node will be determined by $x_{k}<c$ such that $G\left(x_{k}, c, X, Y\right)$ is maximal. The two child nodes will receive their share of the data partition according to the test result in the parent node, and will recursively partition it further.

This splitting process is applied until the partition is sufficiently small, or the information gain criterion signals that further splitting will not provide additional predictive power. This recursive partitioning can be seen as a special form of stepwise regression [8]. A node which is not split further is called a leaf node. The number of points remaining in a leaf is known as the leaf size, and is a parameter to the RF algorithm. Remark that a leaf can still contain more than leaf size elements in case the splitting criterion indicated splitting further is not useful. The impact of the leaf size will be inspected in Section 3.2.3.2. The construction of a tree is also shown in Algorithm 1.

```
Algorithm 1 ConstructTree(currentPartition)
    if |currentPartition| \(>\) leafSize then
        \(\mathcal{V}_{j} \leftarrow\left\{x_{k}\right\}\) such that \(k \in\{1, \ldots, d\}\) and \(|\mathcal{V}|=K\)
        for all \(x_{k} \in \mathcal{V}\) do
            for all \(c \in C\) do
            \(G_{k, c}=G\left(x_{k}, c, X, Y\right)\)
        split \(\leftarrow \max \left(G_{k, c}\right)\)
        left, right \(\leftarrow\) Partition( CurrentPartition, split )
        ConstructTree(left)
    ConstructTree(right)
```

A crucial element in the tree construction as explained above is the information gain criterion $G$. It is by this measure that the node splits will be determined, thus affecting the whole tree structure. The criterion used in RF is computed as follows: Consider the partition $P$ to split, and take the squared sum of the response variable divided by the size of $P$ to be the baseline. For each split of a given variable $x_{i}$ and constant $c$, compute the squared sum of each child divided by their size and add them. The best split is then defined as the split that differs most from the baseline, causing the newly created partitions to be as similar as possible in the response variable. More formally, let $G$ be:

$$
\begin{equation*}
G\left(x_{k}, c, X_{p}, Y_{p}\right)=\frac{1}{|L|}\left(\sum_{i \in L} y^{i}\right)^{2}+\frac{1}{|R|}\left(\sum_{i \in R} y^{i}\right)^{2}-\frac{1}{|P|}\left(\sum_{i \in P} y^{i}\right)^{2} \tag{3.2}
\end{equation*}
$$

where $L=\left\{i \mid x_{k}^{i}<c\right\}$ and $R=\left\{i \mid x_{k}^{i} \geq c\right\}$. Remark that $G$ is directly derived from the original Fortran implementation [11], also consistent with the latest version of the random forest package in R [69].

Now trees can be constructed, let us take a look at their predictions and how it is affected by the choices made at the splitting stage of the algorithm. The prediction of a tree is determined by starting in the root node of the tree, checking the decision variable and value.

The next node to consider is the node to which the input point would have been assigned during partitioning. This effectively creates a path from the root node to a leaf node. The prediction of a tree for any input point is the average of the training points in the leaf node reached by following such path. This prediction algorithm is also shown in Algorithm 2. From the restrictions on the splits in a node, we observe that the prediction of a single tree will be a multidimensional step function, as shown in Figure 3.1. Furthermore, each node will introduce a discontinuity in the dimension of the decision variable at the decision value. Also remark, that a prediction path is sequential, meaning that splits imposed at internal nodes apply to points satisfying all earlier splits. In other words, RF captures interactions between variables, because the value of one variable can influence future splits on other variables.

Interpretable visualizations of a tree prediction is only possible for problems of low dimensionality. Visualization of a tree prediction on a two dimensional problem is constructive for later discussions, and is provided in the examples in Section 3.2.4.

```
Algorithm 2 Prediction of a Tree
    currentNode \(\leftarrow\) root
    while (isNoLeafNode( currentNode ) ) do
        \(\mathrm{P} \leftarrow\) currentNode \(_{\text {partition }}\)
        \(\mathrm{k} \leftarrow\) currentNode \(_{\text {decisionVariable }}\)
        \(\mathrm{v} \leftarrow\) currentNode \(_{\text {decisionValue }}\)
        low \(\leftarrow\) currentNode \({ }_{\text {Child }}, \forall p \in P: p_{k}<v\)
        high \(\leftarrow\) currentNode \({ }_{\text {Child }}, \forall p \in P: p_{k} \geq v\)
        if \(\left(x_{k}<v\right)\) then
            currentNode \(\leftarrow\) low
        else
            currentNode \(\leftarrow\) high
    end while
    return currentNode \(_{\text {prediction }}\)
```



Figure 3.1: The smooth function is sampled at the dots. The coarse stepwise line represents the prediction of a single tree, while the finer stepwise line indicates the prediction of a forest of 50 trees.

### 3.2.2 Building a forest

Since RF is an ensemble method, the prediction of multiple trees will contribute to the model prediction. In Section 3.2.1 we observed that a single tree would be a poor approximation of a smooth function. By combining many step functions the approximation can be shown to converge to smooth functions [13].

In order to achieve this smoothness individual trees should be sufficiently diverse, implying their prediction should be different. This might be counterintuitive since each individual tree also models the data set, so why should their predictions be different? Consider what happens if very similar trees are combined: Since the decision values will be almost the same, the stepwise behavior of the prediction will be strongly encouraged. Consequently, smoothness would never be achieved. So the question becomes how to ensure tree diversity while not compromising model accuracy to a degree where individual trees become unusable. Breiman introduced a technique for this called bootstrap aggregating or bagging [12].

The idea behind bagging is elegant in its simplicity: Construct each model with a different subset of the data set. The input data is divided in an in-bag and out-out-bag set not unlike the training and test set used in neural networks. This division of the data set is different for each tree. The in-bag data is used to construct the tree, while the out-of-bag data is used to generate variable importances and estimate the accuracy of a tree. Important to note is that the in-bag data set is assumed to contain enough information to construct an adequate model. The individual trees will then be of reasonable quality, and the decision variables are not expected to be significantly different. The decision values in splits will be different though, preventing the steps in the predicted response to align. In that way combining predictions of multiple trees will create a smoother surface, as shown in Figure 3.1.

The algorithm for building a forest is summarized in Algorithm 3. The prediction of a random forest is the average prediction of all its trees, also shown in Algorithm 4.

```
Algorithm 3 Constructing a Forest
    forestEnsemble \(\leftarrow\}\)
    while ( |forestEnsemble| < \# Trees) do
        inBag, outOfBag \(\leftarrow \operatorname{Bag}(X, Y)\)
        singleTree \(\leftarrow\) ConstructTree (inBag )
        singleTree \(\rightarrow\) forestEnsemble
```

```
Algorithm 4 Prediction of a Forest
    totalContribution \(\leftarrow 0\)
    for all singleTree \(\in\) forestEnsemble do
        Predict( singleTree, x ) / |forestEnsemble \(\rightarrow\) totalContribution
    return totalContribution
```


### 3.2.3 Parameters

In this section the parameters of the RF method are presented. For a practical example where the impact of several of these parameters is shown, we refer to Section 3.2.4.

### 3.2.3.1 Random Seed

Any algorithm with a random component should be checked for the sensitivity to the random seed. In the RF algorithm there are multiple random factors, namely the division in in-bag and out-of-bag sets and the selection of variable candidate sets. When the other parameters allow the RF model to attain sufficient quality, the random seed does not influence the behavior of the forest significantly. Although the individual trees will differ, this effect is compensated by taking the average prediction of the ensemble.

### 3.2.3.2 Leaf Size

The leaf size will in essence determine the size of the steps in the predicted response of a tree. When leafs contain more data points the prediction values will be an average over more data points, decreasing the resolution of the predicted response. A larger forest will compensate for this loss in resolution though, and a larger leaf size can improve prediction accuracy in case of noisy data. The impact of this parameter will be shown on a practical example in Section 3.2.4.

Remark that a leaf size of one would cause a tree to overfit. In such a tree, every predicted response is a response value from the training set, not an average of multiple training responses. It is clear that a tree with leaf size one does not generalize well. A forest is in general robust against overfitting because the prediction is the average response of multiple trees.

### 3.2.3.3 Number of Trees

In Section 3.2.1 it was demonstrated that a single tree was not sufficient to provide adequate predictions. While more trees yield smoother results in general, it is of interest to know how many trees should be combined. Recall that the diversity within the ensemble is important as well for the predictive capabilities of the forest. This effect can be dramatic, such that better predictions can be obtained using a smaller highly diverse ensemble [27]. The impact of this parameter will be shown on a practical example in Section 3.2.4.

### 3.2.3.4 Candidate Subset Size

At every node in the tree the optimal candidate variable is selected for splitting. In order to provide a decent model, splits should occur on an important variable, since testing the data for an irrelevant attribute does not yield information. The information gain criterion will ensure this selection if important variables are present in the candidate set. However, consider the case when only a very small portion of the input variables are important. Then a small candidate subset size $K$ results in a low probability of selecting an important decision variable. Yet the choice for $K$ was also motivated by practical concerns since each candidate evaluation will use computational resources. The impact of this parameter will be shown on a practical example in Section 3.2.4.

### 3.2.4 Examples

### 3.2.4.1 Finding an Optimal Split in a CART

This example shows how to find the best split according to the Gini criterion, given a data set of input-response values. We use the following data set:

| $x_{1}$ | $x_{2}$ | y |
| :--- | :--- | :--- |
| 1 | 1 | 2 |
| 2 | 0 | 2 |
| 3 | 2 | 4 |
| 0 | 3 | 3 |
| 1 | 0 | 1 |

The first step in finding the best split is calculating the baseline, in other words the squared sum of the response variable divided by the size of the partition. For this data set this results in:

$$
\text { baseline }=\frac{(2+2+4+3+1)^{2}}{5}=28.8
$$

To determine the optimal split, we check the information gain of all variables, as defined in Equation 3.2. We do this for all possible decision values, as defined by Equation 3.1. We start by sorting variable $x_{1}$, the resulting order is:

$$
\begin{array}{l|lllll}
x_{1} & 0 & 1 & 1 & 2 & 3 \\
\hline \mathrm{y} & 3 & 2 & 1 & 2 & 4
\end{array}
$$

Now we determine the information gain for all values splitting the partition for $x_{1}$. We indicate the partition boundary by a double line.

$$
\begin{array}{l|l|llll}
x_{1} & 0 & 1 & 1 & 2 & 3 \\
\hline \mathrm{y} & 3 & 2 & 1 & 2 & 4
\end{array} \quad \text { gain }=\frac{3^{2}}{1}+\frac{(2+1+2+4)^{2}}{4}-\text { baseline }=0.45
$$

Remark that it is impossible to split between two identical $x_{1}$ values.

$$
\begin{array}{l|lll||lll}
x_{1} & 0 & 1 & 1 & 2 & 3 \\
\hline \mathrm{y} & 3 & 2 & 1 & 2 & 4 & \text { gain }=\frac{(3+2+1)^{2}}{3}+\frac{(2+4)^{2}}{2}-\text { baseline }=1.2 \\
x_{1} & 0 & 1 & 1 & 2 & 3 \\
\hline \mathrm{y} & 3 & 2 & 1 & 2 & 4
\end{array} \quad \text { gain }=\frac{(3+2+1+2)^{2}}{4}+\frac{(4)^{2}}{1}-\text { baseline }=3.2
$$

We conclude that the best split for variable $x_{1}$ is between 2 and 3 since this results in the most information gain.

Analogously, we will consider variable $x_{2}$. We first sort the data set on $x_{2}$, resulting in the following order:

$$
\begin{array}{l|lllll}
x_{2} & 0 & 0 & 1 & 2 & 3 \\
\hline \mathrm{y} & 2 & 1 & 2 & 4 & 3
\end{array}
$$

Since a split can only occur between two different values, the first partitioning that we consider is:

$$
\begin{array}{l|ll||lll}
x_{2} & 0 & 0 & 1 & 2 & 3 \\
\hline \mathrm{y} & 2 & 1 & 2 & 4 & 3
\end{array} \quad \text { gain }=\frac{(2+1)^{2}}{2}+\frac{(2+4+3)^{2}}{3}-\text { baseline }=2.7
$$

We continue checking the information gain for the other decision values:

$$
\left.\begin{array}{l|lll||lll}
x_{2} & 0 & 0 & 1 & 2 & 3 \\
\hline \mathrm{y} & 2 & 1 & 2 & 4 & 3
\end{array} \quad \text { gain }=\frac{(2+1+2)^{2}}{3}+\frac{(4+3)^{2}}{2}-\text { baseline }=4.04\right)
$$

We conclude that the best split for variable $x_{2}$ is between 1 and 2 .
The best split is determined by the variable with the highest information gain. Variable $x_{2}$ scores higher with a score of 4.05 , compared to variable $x_{1}$ with 3.2 . This score for $x_{2}$ was obtained by partitioning in between values 1 and 2 . Consequently, the best split for this example has $x_{2}$ as the decision variable, and 1.5 as the decision value.

### 3.2.4.2 Tree Structure and Prediction

To start with a basic 2 d example, consider the function:

$$
\begin{equation*}
y=f\left(x_{1}, x_{2}\right)=x_{2} \sin \left(x_{1}\right) \tag{3.3}
\end{equation*}
$$

Let us generate a data set by sampling this function in 100 points placed on an equidistant grid, with ranges:

$$
\begin{equation*}
x_{1}=0: \frac{\pi}{5}: 2 \pi, \quad x_{2}=1: 0.4: 5 \tag{3.4}
\end{equation*}
$$

The prediction of a forest of 20 trees is visualized in Figure 3.2. An explicit tree is shown in Figure 3.3, where the response to input $(5.5,3.5)$ is predicted.



Figure 3.2: On the left the data as generated from Equation 3.3. To the right the prediction of a forest of 20 trees. Remark that the prediction of the forest approximates the original data but the response is less pronounced. This behavior is due to the averaging over input points taking place in a leaf. As for the other parameters the leaf size is 5 , the in-bag data is $2 / 3$ of the full data set sampled with replacement, the size of the candidate set was 1.


Figure 3.3: Predicting the response in a CART, part of the forest used in predicting the response as shown in Figure 3.2. Here the prediction path is shown in green for input (5.5, 3.5). The resulting prediction is -2.26166 while the true value as obtained from the generating function given in Equation 3.3 is -2.47 . While the error of a single tree can be rather large, this will be less of a problem in the forest prediction.

### 3.2.4.3 Partitioning the Input Space

To illustrate how a tree divides the input space in neighborhoods corresponding to the points in a leaf, we use the 2d-Salustowicz function as introduced in [94]:

$$
\begin{equation*}
f\left(x_{1}, x_{2}\right)=\left(e^{-x_{1}} x_{1}^{3} \cos \left(x_{1}\right) \sin \left(x_{1}\right)\left(\cos \left(x_{1}\right) \sin ^{2}\left(x_{1}\right)-1\right)\right)\left(x_{2}-5\right) \tag{3.5}
\end{equation*}
$$

The response of this function is also shown in Figure 3.4. This function is sampled on equidistant grids where the ranges of the variables are:

$$
\begin{equation*}
0.05 \leq x_{1} \leq 10, \quad 0.05 \leq x_{2} \leq 10.05 \tag{3.6}
\end{equation*}
$$

such that a coarse grid consists of 10 distinct levels in each variable, and a fine grid consists of 100 levels. The division of the input space is shown on a colored height map of the 2 d -Salustowicz function. The difference in prediction resulting from the resolution of the grid can be observed in Figures 3.5 and 3.6. Remark that for many modeling problems it is not optimal to sample on an equidistant grid, but we choose to do so in this example because the spatial division is very regular. The effect of not sampling on a grid is shown in Figure 3.4. The other parameters are fixed: a leaf size of 5 , candidate set size of 2 , no bagging (all data in-bag).


Figure 3.4: The 2d-Salustowicz function as described by Equation 3.5.


Figure 3.5: Spatial division by a tree for the 2d-Salustowicz function. The tree uses the full data set, two decision variable candidates per split, and the data is sampled on the fine input grid. Remark that the division is strongly influenced by the rate of change of the response.


Figure 3.6: Spatial division of a tree for the 2d-Salustowicz function sampled on the coarse input grid. Remark that the prediction accuracy of the tree is significantly affected by the sparsity of the training data. This is indicated by the larger size of the regions, since all point in a region have the same predicted response.


Figure 3.7: Spatial division of a tree for the 2d-Salustowicz function, where the training points are not on a grid but sampled randomly. Since splits do no longer 'cleanly' divide the input space, this allows for much more diversity.

### 3.2.4.4 Influence of the Random Forest Parameters

Visualizing the prediction is only possible in low dimensionality, so we opted to use an example with two variables. We use the response obtained from interpreting the grayscale values of the picture shown in Figure 3.8 as the response. We chose to use a picture because of the very non-linear response, and additionally the prediction defects will stand out and are more intuitive. The resolution of the picture was reduced to $150 \times 150$ pixels prior to modeling, to accelerate the modeling process. A preliminary test based on 1000 trees, $2 / 3$ in-bag data, leaf size of 5 , candidate set size of 1 , as shown in Figure 3.8 indicates that RF is capable of dealing with this kind of response surface.


Figure 3.8: Feasibility test to see if RF is capable of dealing with this kind of response surface.
Before exploring the influence of different parameters, let us take a closer look at the response surface as shown in Figure 3.9. From both the height map and the contour plot it is apparent that the response behaves wildly. This is intuitively due to edges in the image, where the grayscale value changes dramatically fast in a direction, for example, the transition from the black collar to the white wall.

In the next sections we will investigate the influence of several parameters of the random forest algorithm. In each section one parameter will be varied while keeping the other parameters fixed. When a parameter is not specified, we used the value given in Table 3.1.

| Parameter | Value |
| :--- | :---: |
| Number of trees | 1000 |
| In-Bag data | $2 / 3$ |
| Leaf Size | 5 |
| Candidate set size | 1 |

Table 3.1: The prediction examples from the next sections use these default parameter values.


Figure 3.9: Height maps and contour plots corresponding to the original data, its prediction and error surface. Black corresponds to a value of one, while white is represented as zero. The random forest parameters for generating Figure 3.9c and 3.9d are given in Table 3.1.

### 3.2.4.4.1 Influence of the Forest Size

To see the impact on the prediction of a single tree and how a forest aggregates these predictions, the forest size is varied and the results shown in Figure 3.10. We observe that while a single tree does not provide a good prediction overall, the prediction is greatly improved by adding more trees to the forest.


Figure 3.10: The influence of varying the forest size, with the other parameters fixed at the values given in Table 3.1. Remark that for this example after 20 trees, adding more trees does not improve the prediction much. In addition the increase in prediction accuracy from adding another tree diminishes with the size of the forest. In higher dimensionality this property is of particular interest.

### 3.2.4.4.2 Influence of the Leaf Size

To see the impact on the prediction of a single tree, the leaf size is varied and the results shown in Figure 3.11. By increasing the leaf size the prediction is smoothed out more, in other words larger neighborhoods are assigned the same prediction value. How the forest aggregates this predictions is shown in Figure 3.12.


Figure 3.11: Illustrating the influence of the leaf size on the prediction of a single tree, with the other parameters fixed at the values given in Table 3.1. Remark that the size of rectangles with the same value increases with the leaf size.

(a) Leaf Size $=1$

(b) Leaf Size $=5$

Figure 3.12: Prediction of a forest using the parameter values given in Table 3.1. Remark that having one candidate is the same as choosing a random decision variable.

### 3.2.4.4.3 Influence of Bagging

By bagging the inter-tree diversity is encouraged, since every tree is trained with only a subset of the data. Training every tree with a smaller random subset from the data will amplify this effect, as shown in Figure 3.13.


Figure 3.13: The prediction of a forest of 5 trees, with an increasing amount of in-bag data sampled with replacement, the other parameters fixed at the values given in Table 3.1

(a) With replacement

(b) Without replacement

Figure 3.14: For our example using the picture of a dog, sampling with or without replacement does not change the outcome noticeably. This is largely due to the low dimensionality of the problem, and small forest size. The amount of in-bag data is $100 \%$ in these two figures, other parameters are the same as in Figure 3.13.

### 3.2.4.4.4 Influence of the Candidate Subset Size

An important source of randomness in RF is the candidate subset size. This will prevent trees from all choosing the same decision variable, thus preventing the steps in the response to align. This impact is shown in Figure 3.15. Remark that having only one candidate is the same as choosing a random decision variable. As expected the image where trees are more diverse is more blurry, indicating a smoother approximation.

(a) \# Candidates $=1$

(b) \# Candidates $=2$

Figure 3.15: Prediction of a forest using 20 trees, the other parameter values are given in Table 3.1. Since the dimensionality of this problem is only two, all trees used in the figure on the right will always split optimal. Although the crispness of the image indicates that the predicted response is not as smooth, due to the lack of diversity. This can also be an indication that the model is overfitting the training data.

### 3.2.4.5 Interpolation Example

To show RF handling input values within the domain of the training data, we revisit the problem of modeling an image as in Section 3.2.4.4. Here we scaled the image to 1500x1500 pixels by predicting the response on a finer grid in the input domain. As can be seen from Figure 3.16, this interpolation is reasonable.


Figure 3.16: Interpolation using a forest constructed with the default parameter values given in Table 3.1. No extra artifacts are introduced.

### 3.2.4.6 Extrapolation Example

To show RF handling input values outside the domain of the training data, we revisit the problem of modeling an image as in Section 3.2.4.4. Here we generated a model and sampled outside that range. The result is shown in Figure 3.17. This behavior was to be expected, knowing the prediction mechanism of a tree. Predictions outside the training ranges are the same as the prediction of the closest point within the training range.


Figure 3.17: Extrapolation from an random forest model constructed with the default parameter values as given in Table 3.1. The predictions outside the training range are the same as the prediction on the boundary of the training range.

### 3.3 Variable Importance

Several approaches to VI in RF exist. Accumulating the Gini index was proposed originally, later complemented by a technique which we will call 'Shuffle'. For a comprehensive comparison of linear regression and RF with respect to VI we refer to [31].

Throughout this section we illustrate the different variable importance measures using an example. Consider the data set given in Section 3.2.4.1. If we finish the tree construction, using a leaf size of one, the resulting tree is as follows:


Figure 3.18: The tree generated for the data set given in Section 3.2.4.1. For this example a leaf size of one is used, so every response value is in a separate terminal node.

### 3.3.1 Accumulating the Gini Index

The method originally proposed was to use the value of the splitting criterion. Here the VI of variable $i$ is the sum of $G$ over all splits where $i$ is the decision variable. Formally let $g_{k, c}^{j}$ be the value of criterion $G$ for split $j$ with decision variable $k$ and decision value $c$. Then define the VI of variable $i$ as follows:

$$
\begin{equation*}
\mathcal{I}_{i}=\sum_{j} g_{i, c}^{j} \tag{3.7}
\end{equation*}
$$

We apply this importance measure on the tree given in Figure 3.18. Summing the information gain of each variable results in the following importances:

| Variable | Gini Importance |  |
| :--- | :--- | :--- |
| $x_{1}$ | $0.5+0.5$ | $=1$ |
| $x_{2}$ | $4.034+0.167$ | $=4.2$ |

In Section 5.2, we compare the accumulated Gini index to other VI measures in a series of experiments.

### 3.3.2 Importance Estimation by Shuffling

An alternative method for determining VI in RF is by perturbing data records and determine the change in prediction error. Each out-of-bag data point is evaluated using the value of that variable from another out-of-bag point in the data set. The resulting point is also known as a perturbed data point. More formally consider out-of-bag data perturbed in variable $i$ :

$$
\begin{equation*}
\widetilde{X}_{i}=\left(x_{1}, \ldots, \widetilde{x}_{i}, \ldots, x_{d}\right) \tag{3.8}
\end{equation*}
$$

where $\widetilde{x_{i}}$ is a random permutation of $x_{i}$. The motivation for this perturbation is that important variables are split more often, thus influencing the prediction path more than irrelevant variables. In essence the contribution of a variable to the prediction path is estimated. Such that by perturbing the data in an important variable, the perturbed points are more probable to end
up in a leaf 'further away' from their original leaf as the importance of the variable increases. The importance of a variable can then be defined as the average change of the SSE per tree. Or formally the variable importance of a tree $t$ for variable $i$ with out-of-bag set $O_{t}$ :

$$
\begin{equation*}
\mathcal{I}_{i}^{t}=\frac{1}{\left|O_{t}\right|} \sum_{j \in O_{t}}\left(\hat{f}\left(\widetilde{x^{j}}\right)-y^{j}\right)^{2} \tag{3.9}
\end{equation*}
$$

The VI as computed by a forest with a set $T$ of trees can then be formulated as the average over all trees:

$$
\begin{equation*}
\mathcal{I}_{i}=\frac{1}{|T|} \sum_{t \in T} V I_{i}^{t} \tag{3.10}
\end{equation*}
$$

Remark that this definition is interpretable as defined in Chapter 2. Note that other yet similar techniques are proposed as well [44]. In classification problems it has been shown that the variable importance is biased towards variables with many categories [106], so caution is advised when mixing categorical and continuous variables. In [28] different strategies are proposed for selecting variables either for explanation or prediction, in addition they also examine the influence of several parameters such as data dimensionality, number of data points, size of $K$ and the number of trees.

This shuffle technique is a random procedure, and it is suggested to compute the VI several times using a different permutation of $\widetilde{x_{i}}$.

We apply this importance measure on the tree given in Figure 3.18. Let us estimate the importance of variable $x_{1}$ first. We shuffle all its values randomly and compute the square error for predictions of the perturbed data points:

| $x_{1}$ | $x_{2}$ | $y$ |  | $x_{1}$ | $x_{2}$ | $\hat{y}$ | $(\hat{y}-y)^{2}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :---: |
| 1 | 1 | 2 |  | $\mathbf{3}$ | 1 | 2 | 0 |
| 2 | 0 | 2 |  | $\mathbf{1}$ | 0 | 1 | 1 |
| 3 | 2 | 4 |  | $\mathbf{0}$ | 2 | 3 | 1 |
| 0 | 3 | 3 |  | $\mathbf{1}$ | 3 | 3 | 0 |
| 1 | 0 | 1 |  | $\mathbf{2}$ | 0 | 2 | 1 |

Summing the squared errors, we find that the importance score for $x_{1}$ equals 3 . We repeat this procedure for variable $x_{2}$, We randomly order its values:

| $x_{1}$ | $x_{2}$ | $y$ |  | $x_{1}$ | $x_{2}$ | $\hat{y}$ | $(\hat{y}-y)^{2}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :---: |
| 1 | 1 | 2 |  | 1 | $\mathbf{0}$ | 1 | 1 |
| 2 | 0 | 2 |  | 2 | $\mathbf{3}$ | 4 | 4 |
| 3 | 2 | 4 |  | 3 | $\mathbf{0}$ | 2 | 4 |
| 0 | 3 | 3 |  | 0 | $\mathbf{2}$ | 3 | 0 |
| 1 | 0 | 1 |  | 1 | $\mathbf{1}$ | 2 | 1 |

Summing the squared errors, we find that the importance score for $x_{2}$ equals 10. In this example, variable $x_{2}$ is considered most important.

### 3.3.3 Counting the Number of Splits

Since the splits are effectively determining the tree, we propose to count the number of splits on a variable for a fast approximation of the VI. Since this information is available during
model building, it would not incur any extra computation such as with the aforementioned 'Shuffle' technique. Formally:

$$
\begin{equation*}
\mathcal{I}_{i}=\left|\left\{g_{k, c}^{j} \mid k=i\right\}\right| \tag{3.11}
\end{equation*}
$$

Remark that this counting technique is not usable if the candidate set size is one. Since all variables have equal probability of being selected as candidate decision variable, all variables would be assigned the same importance.

We apply this importance measure on the tree given in Figure 3.18. Both variables are split twice, so they are considered equally important by this importance measure.

### 3.4 Properties

### 3.4.1 Adaptive Nearest Neighbors

As observed from the examples in Section 3.2.4, a tree prediction can be interpreted as a local property in a neighborhood. The information gain criterion favors nodes with similar values, so intuitively data points grouped in a leaf can be considered 'close' together. Remark this intuitive notion holds because the decision boundaries divide the input space in convex partitions. This behavior resembles a nearest neighbors prediction, a notion also discussed in [8]. Although we will not explore this property further, this similarity with nearest neighbors provides considerable insight into tree prediction. While we only mention this property informally, we refer to the literature for a formal treatment [70].

### 3.4.2 Model Extrapolation

The prediction of a tree is the average of a combination of responses present in the data $Y$. The prediction of a tree or forest will therefore never leave the observed response range. In addition the prediction is based directly on the locality of the new input point $x$ compared to points in $X$. In case $x$ is not in the domain of training points, the resulting prediction reflects the prediction at the boundary of the input domain.

### 3.5 Applications

Random forests are capable of both classification and regression tasks, but are also routinely used for variable screening. The field of bio-informatics extensively uses random forest for analyzing micro-array data in screening studies [5, 23, 75, 15]. Another interesting application of RF is the study on fault diagnosis $[76,17,120]$. Also for tasks closer related to pattern recognition the RF technique is attractive. For instance RF is used for face detection and recognition [7] and predicting the age of a person through face image analysis [80].

### 3.6 Summary

In this chapter we have shown how to build a classification and regression tree (CART) and how they can be combined in a forest. We observed that the prediction of a single CART is a multidimensional step function, and not a good approximator for smooth functions. A random forest (RF) is able to approximate smooth functions by averaging the predictions of several CARTs.

The influence of different parameters of RF was shown using an example where the grayvalues of an image were approximated. We concluded that for this low dimensional problem a low number of trees was sufficient for a good prediction. Using a larger leaf size yielded smoother results, and this parameter is of interest for noisy problems. By increasing the candidate set size we observed a lower prediction error, but stressed the need for diversity in the population of trees. The diversity is also influenced by the bootstrap aggregation or bagging, and good results were observed with the default $2 / 3$ in-bag data. In addition we have shown that RF interpolates well for our test problem, while extrapolation is not meaningful by the definition of the tree construction.

We have shown two variable importance measures for RF. A shuffle method based on evaluating out-of-bag points with perturbed values, and the accumulation of the splitting criterion for a variable called Gini index. The behavior of these measures will be investigated in Chapter 5.

## Chapter 4

## Symbolic Regression

### 4.1 Motivation

Symbolic regression (SR) differs from traditional regression since it does not rely on a specific a priori determined model structure. The only assumption made in SR is that the response surface can be described by an algebraic expression. Instead of the traditional approach where the model structure is fixed and the remaining free parameters are optimized, SR reformulates the regression problem as a search problem for the optimal model structure. Once a model structure of sufficient quality is found, traditional techniques can be used to find the optimal coefficients.

The goal of finding a global model described by an algebraic expression certainly is ambitious. Since the number of possible expressions is infinite, it is apparent that a powerful search technique will be required. This ability to efficiently find solutions in a vast search space is provided by genetic programming.

This approach to regression has been shown to perform well for several industrial data sets $[102,50,6]$, where the data is typically noisy, of high dimensionality and exhibit strong non-linear behavior. A discussion on the advantages of evolutionary computation in industrial applications is found in [58]. This shows beyond doubt that this technique holds promise, and motivated us to provide an in-depth treatment.

### 4.2 Algorithm

The algorithm used for SR is best explained in a structured fashion, so all concepts are introduced in their proper context. To this end we explore genetic algorithms first, of which genetic programming (GP) is a specialization. Then GP is augmented to Pareto GP, by incorporating the concept of Pareto optimality. The theory of ordinal optimization is a valuable addition and results in Ordinal Pareto GP. We briefly mention an advanced technique called ESSENCE. We conclude this section with examples.

### 4.2.1 Genetic Algorithm

A genetic algorithm (GA) belongs to the larger class of evolutionary algorithms (EA). The goal of a GA is to solve an optimization problem, by evolving towards a solution, not unlike iterative refinement methods. Where this method differs is that the evolutionary process is
inspired by nature, in particular mechanisms of information propagation through reproduction and survival. An evolutionary process is not an endeavor undertaken alone, requiring any GA to maintain multiple intermediate solutions. We adopt the terminology used in the GA literature, reflecting the biological inspiration of the technique. The collection of intermediate solutions is referred to as the population, where an individual is a single intermediate solution.

Every individual is encoded by a chromosome, traditionally represented by a string of consecutive zero or one values. This could used for denoting presence or absence, for example in context of a FS technique. This encoding is not always practical, and in general the choice of encoding is problem dependent. For example GAs are also used to solve permutation problems, where an optimal order of a fixed set of values must be found [72].

A fitness function will determine the quality of an individual, and is a guiding force throughout the evolution. In other words the fitness function will reward and encourage successful individuals while penalizing unfit individuals.

The evolution to a solution takes the form of an iterative stochastic search, where each iteration is referred to as generation. Typically an initial population is composed of randomized individuals. Their fitness is evaluated at every generation, and a new population is composed by stochastically selecting individuals (also based on fitness) and recombining them in a meaningful way. This recombination is referred to as reproduction, where the original individuals or parents create a new population of children. To this end mutation and crossover operators are used. Similar genetic operators are also found in nature.

A mutation is an operation partially changing the chromosome of a single individual. Traditional crossover will combine the chromosomes of two parents, although multi-parent operators are also a valid option. Simple examples are shown in Figure 4.1 and 4.2, but many variants of these operators exist. When domain knowledge is available and the encoding allows it, special purpose operators can be defined to accelerate the evolution. The convergence to an optimal solution depends on the applicability of the reproduction operators to the problem. A general requirement for crossover operators is that there is a reasonable probability that the offspring is of higher fitness than the parents.


Figure 4.1: Example of a simple two-point mutation operator in GA.

In any search problem there is always a trade-off between exploring new areas and exploiting known areas. In the evolutionary search performed in GA this is no different. On the one hand it is desirable to converge if good solutions are found, but on the other hand sufficient exploration must be guaranteed in order to safeguard against convergence to local optima. In other words the population diversity must be preserved. Some reproduction operators might be specifically designed to create diversity, even if this means degrading the quality some individuals for this purpose. In addition the rates of mutation and crossover will influence this as well. Intuitively a mutation can bee seen a random jump made by an individual while offspring from crossover is expected to be a step in a reasonable direction. This implies that more mutations will slow down convergence, but there is more exploration.

There is no way to predict the result of an evolution except by observing it. This reformulates the original modeling problem from a search problem to a dynamic system problem. Thus it becomes a priority to gain insight in how this complex process is influenced

(a) One point

(b) Two Point

Figure 4.2: Examples of simple crossover operators in GA.
by the set of rules that define the evolution. Again the problem is largely a matter of representation. In other words the encoding of the chromosome and the operations performed on them should make sense. This is one of the reasons why a GA can be very efficient. Consider some of the traditional crossover schemes as shown in Figure 4.2. Intuitively they extract some building blocks from the parents and recombine them to produce the offspring. With a good encoding, the building blocks selected by this operators would represent logical entities such their combination is meaningful.

### 4.2.2 Genetic Programming

Genetic programming (GP) is a specialized form of GA, in the sense that an individual is explicitly assumed to be a parse tree instead of a string of values and therefore has a variable length.

These parse trees often correspond to algebraic expressions, and GP is primarily used for finding functional descriptions of input-output data, i.e. modeling. We refer to the literature for details [60, 61, 62, 63].

While it is more common to evolve expressions or formulae, computer programs can be evolved as well. As correctly observed in [2] : "To be evolutionarily effective, a fitness function that measures the functionality of a result must correlated positively with a similarity measure comparing the generated form with a fully effective form." Which is problematic when generating source code from scratch, since the optimal fitness function would already know the answer. For example in $[53,54]$ a sorting algorithm is evolved, where the fitness function is defined as how many swaps are needed to correctly sort the output generated by an evolved program. This fitness function expresses 'distance to a good solution' but requires understanding the problem, namely that a swap would be a logical measure for performance. In this thesis we will not explore the automatic program generation further, but will limit ourselves to expression trees representing an algebraic function.

When the fitness function in GP, constrained to algebraic expressions, is defined as a
regression error function, the resulting technique is known as symbolic regression (SR). In other words GP is the evolutionary framework, while SR imposes a fitness function so individuals will approximate the relationship in the data set. In [52] it is shown that the fitness function $1-R^{2}$ where $R^{2}$ is the square of the scaled correlation between prediction and response, produces better results than the MSE. In essence this will measure the fitness of the model should it be optimally scaled. This allows for faster identification of interesting model structures compared to the MSE.

In expression trees we distinguish between operators and terminals. Operators are functions taking terminals as argument, for example plus or minus. Terminals are values or variables the operators can process, such as a constant 2 or variable $x_{1}$. Throughout the evolution care must be taken to always generate valid expressions.

Remark that in order to find good expressions modeling a data set, the relation must be captured by the functions available to the GP algorithm. For example data generated from an exponential function can not be found starting when using only the operators $\{+,-, *, /\}$. In other words an exact solution can only be found if the set of primitive functions is sufficient to express the underlying relationship.

A good strategy to select individuals to create offspring is a tournament selection. A tournament is organized for each participant in the reproduction, each tournament having a random subset of individuals as competitors. The winner is then chosen to be the individual with highest fitness. Remark how this method can be considered fair, since individuals with average fitness still have the chance to reproduce. If this behavior would be discouraged, the individuals with highest fitness would always produce the most offspring, leading to stagnation of the population. In other words, performing selection by holding tournaments does not jeopardize the diversity of the population.

In the simple crossover technique shown in the previous section, parents swapped a part of their chromosome. In GP this corresponds to swapping subtrees as shown in Figure 4.4. A one point mutation in GP corresponds to changing a single node in the parse tree as shown in Figure 4.3. Remark that in order to create acceptable offspring with mutation, an operator must be replaced with an operator of the same arity.


Figure 4.3: One point mutation example in GP. The operator minus is replaced by another operator of the same arity.

### 4.2.3 Pareto GP

In GP we already represented an individual as a parse tree, but skipped over some important issues. For example, the depth and complexity of individual trees. Consider what happens


Figure 4.4: One point crossover example in GP. Two individuals effectively swap subtrees, resulting in two new expressions.
when using the simple crossover operators as shown in Figure 4.4. Since the mutation points are chosen randomly the newly generated expressions could very well be larger than the parent, and have a deeper tree. While this behavior could be explicitly controlled by correcting the situation as it occurs, it would be desirable to have a generic concept within the rules of the evolution to diminish the impact of a possibly unlimited increase in expression complexity.

In addition we must recognize that most of real-world optimization problems do not have a single objective function, and optimal decisions involve competing trade-offs. An example is price versus quality. While everyone would like to have high quality products, another objective is not to spend more resources than necessary. The solution results in finding an acceptable balance in quality-price. This principle is also applicable in GP, and proves to be very useful.

In GP the goal is to find high quality models, which should be as simple as possible but not simpler. In other words when given the choice between two models having the same predictive properties, the simpler is preferred. This is formalized using the notion of Pareto optimality. In the context of conflicting objectives, a solution is Pareto optimal if it is not dominated by another solution. A solution is known to be dominating another solution if it performs better on at least one objective while not scoring less in any other objective. This is also shown in Figure 4.5.


Figure 4.5: Example of a Pareto optimality when minimizing two objectives. The slightly larger red dots are part of the so-called Pareto front and indicate Pareto optimal solutions. They are optimal since they are not dominated by any other solution. For example, the shaded area indicates the space dominated by the point in its upper right corner. For several other solutions the dominated space is indicated using dotted lines.

By introducing the concept of Pareto optimality, the search problem for good solutions is augmented with a powerful tool to handle multiple objectives. Remark that while we only mention complexity as an additional objective, Pareto optimality is also applicable in case more than two objectives are involved.

A problem previously left untouched lies in the creation of the new generation. Consider what would happen to an individual scoring very good on the fitness criteria. If the new generation consists entirely out of offspring created by mutating and recombining existing individuals, such good performing solutions might be lost. This is undesirable, and to avoid this loss of knowledge an elitist strategy is applied. An archive of the set of current optimal individuals is maintained. Remark that optimal refers to the Pareto optimality, or an alternative niching strategy in a space of selected objectives. This quality preservation strategy (elitism) is instrumental in the parent selection since it can be expected that the probability to create offspring with good fitness will be higher if one of the parents was an elite solution. Niching is instrumental to preserve the diversity of population.

Another issue previously left untouched is the stagnation of the population. When the population converge to a solution, all members of the population will become similar. In fact all individuals can be exactly the same in an extreme case. The population might be converging to a local optima, and after diversity is lost there would be no way to escape this local optima. To this end the population is reinitialized periodically while retaining the archive, where the lifetime of a population is known as a cascade.

Pareto GP with a suitable fitness function is known as Pareto-aware Symbolic Regression, or SR via Pareto GP $[116,101]$ and is implemented in [24].

### 4.2.4 Soft Ordinal Pareto GP

In traditional GP systems, the fitness of individuals is determined at every iteration using the full data set. In practice SR would use all input data for predicting the performance of all current models, determine the approximation error. In general the most computationally
intensive part of any GP is this fitness evaluation. A fast approximation of the fitness is of interest, as this has a significant impact on the performance.

We will only briefly mention the concepts of ordinal optimization (OO). We refer the interested reader to the paper introducing OO [38], and to [39] for a recent work which theoretically validates the intuitive assumptions of OO.

The two fundamental ideas in OO:

- 'Order' is easier to determine and much more robust against noise than 'Value'.
- Insisting on getting the 'Best' is too expensive, be willing to settle for the 'Good Enough'.

In other words the two ideas of OO are to focus on fitness ranking in combination with softening the goal. An example from [39] explains the difference between an ordinal and cardinal approach elegantly:

Imagine you hold two identically looking boxes with unknown content in your two hands. You are asked to judge which one is heavier than the other - and 'ordinal' question. Almost all of us can correctly tell the answer, even if there is only a very slight difference between the weights of the two boxes. But if we are asked to estimate the difference in weight between the two boxes - a 'cardinal' question, we will have a hard time.

In context of SR this would translate to model evaluation using only a subset of the full input data. Details are given in [110], and we refer to [100] for an application of this approach to Pareto aware SR.

This happens to be not only more efficient in terms of time spent on evaluation, but also guarantees more diversity in the population. With this approach even average individuals can rank higher on some subset evaluation, increasing its chance to create offspring. By using a different subset at each generation the quality of the population will be preserved, while at the same time encouraging more exploration.

By the end of the evolution the individuals should model the entire data set. This is achieved by linearly increasing the subset size during the evolution. In effect the initial populations will only have very limited partial representation of the data set, which allows more exploration. By increasing the subset size the focus is gradually shifted from exploration to exploitation in later generations.

This strategy opens an interesting question with respect to updating the archive. To be fully consistent the archive should be re-evaluated on the data subset in use by the current generation, so individuals between population and archive are comparable. As shown in [116, Ch. 6] it turns out re-evaluating the archive at each generation is not strictly necessary to provide good results. Re-evaluating the archive at every cascade will make sure that lower quality individuals will be removed, although they can survive within a cascade. This allows for more diversity and exploration during a cascade, while only the truly good individuals will survive multiple cascades. This approach is called Soft Ordinal Pareto GP.

### 4.2.5 ESSENCE algorithm

In Soft Ordinal Pareto GP, the idea was introduced of evaluating individuals on only a subset of the data. This strategy is further enhanced using the ESSENCE algorithm expected to perform Effective Search Space Exploration via Nested Content-based Evolutions [116, Ch.

7]. Here the data subsets are nested, meaning that subsets used later in the evolution also contain all points used previously. By using nested data subsets the periodic re-evaluation of the archive will require less computational resources since only the newly added points since the last evaluation need to be computed.

In addition the subsets are chosen to be maximally informative, such that good global models could also be found from a small subset. Instead of increasing the subset size linearly, the information in the subset is increased linearly. Remark that this may result in a non-linear increase in subset size.

To elaborate on how the subsets are constructed would involve treating the issue of data balancing briefly mentioned in Section 1.2 .12 .5 . This is not within the scope of this thesis, and for more information on the ESSENCE algorithm and empirical results we refer to [116, Ch. 7]. We summarize that the ESSENCE algorithm is able to consistently achieve higher quality solutions in comparison with Soft Ordinal Pareto GP, given that the data set does not contain too many outliers and noise.

### 4.2.6 Examples

To show the capabilities of SR in practice we show two toy problems of limited dimensionality. Experiments in Chapter 5 will use real life data sets of much higher dimensionality, but for now we prefer low dimensional problems which are more intuitive.

### 4.2.6.1 Newton's Universal Gravitation Law

As an example of the capabilities of SR, we generate a 3 dimensional data set of 50 points following the universal gravitation law:

$$
\begin{equation*}
F=G \frac{m_{1} m_{2}}{r^{2}} \tag{4.1}
\end{equation*}
$$

Where $F$ is the force attracting two masses $m_{1}$ and $m_{2}$ over a distance $r$. The constant $G$ is the gravitational constant:

$$
\begin{equation*}
G=6.67428 \times 10^{-11}, \quad \text { with unit } N(m / k g)^{2} \tag{4.2}
\end{equation*}
$$

The data was generated uniformly in ranges:

$$
\begin{equation*}
0 \leq m_{1} \leq 1, \quad 0 \leq m_{2} \leq 1, \quad 1 \leq r \leq 2 \tag{4.3}
\end{equation*}
$$

The univariate plot of all inputs and response is shown in Figure 4.6. The data set was modeled using three independent runs of 150 seconds, and the resulting models are shown in Figure 4.7.

Table 4.1 shows optimal solutions as found by SR, confirming that algebraic expressions modeling the data set can be found. Remark that these models differ in their approximation of the constant $G$. The model with best prediction error found the correct value for the gravitational constant, such that the leading constant term is negligible.

| Expression | $\mathbf{1}-\mathbf{R}^{\mathbf{2}}$ | Complexity |
| :---: | :---: | :---: |
| $3.656 \times 10^{-27}+\frac{m_{1} m_{2}\left(6.674 \times 10^{-11}\right)}{r^{2}}$ | 0.000 | 26 |
| $1.067 \times 10^{-12}+\frac{m_{1} m_{2}\left(7.830 \times 10^{-11}\right)}{r^{3}}$ | 0.043 | 25 |
| $-4.843 \times 10^{-13}+\frac{m_{1} m_{2}\left(5.041 \times 10^{-11}\right)}{r}$ | 0.064 | 23 |

Table 4.1: A selection of Pareto optimal, nearly exact solutions as found by SR in three independent runs of 150 seconds.


Figure 4.6: Univariate plot of all variables in the data set.


Figure 4.7: Pareto front of models obtained in three independent runs of 150 seconds. The Pareto optimal solutions with respect to prediction accuracy and model complexity are indicated by slightly larger dots. Remark that (a) indicates the optimal solution as shown in Table 4.1, such that $1-R^{2}=0$, with complexity 26 . This will dominate the model indicated by (b).

### 4.2.6.2 Defining Color Schemes

In later experiments we present results using bar charts. We wanted to use a visually pleasing color scheme such as the 'DarkRainbow' scheme in Mathematica, yet we generated many plots using Gnuplot [1]. The Gnuplot program is flexible enough to specify the colors of the bars independently, but does not have a default color scheme similar to the 'DarkRainbow' style.

To achieve consistency in the color scheme we proceed to model the color output in function of the bar index. We create the initial data set by sampling selected colors of a barplot in Mathematica using RGB values, as shown in Figure 4.8. The goal is finding a good model for each RGB component based on the index of a bar, where each RGB component is modeled independently.

(a) Original Samples
(b) Predicted Gradient

Figure 4.8: The color spectrum was sampled at the 20 discrete points shown in Figure 4.8a. Using those data points we modeled the RGB components using SR. The final model can be sampled over the full spectrum, resulting in the smooth gradient shown in Figure 4.8b

The relation of each component with respect to the index is shown in Figure 4.9. As can be observed there is not enough information to determine the exact model structure a priori.


Figure 4.9: The RGB components plotted versus the bar index. Observe that models created by SR result in smooth functions.


Figure 4.10: Pareto front of models obtained in three independent runs of 80 seconds. The Pareto optimal solutions with respect to prediction accuracy and model complexity are indicated by slightly larger dots.

All models produced in three independent runs of 80 seconds are shown in Figure 4.10. Since the Pareto front indicates optimal trade-offs, we select one model from the Pareto front for each component as the final solution, shown in Table 4.2. We find these models have a simple structure while still achieving very good prediction accuracy. The difference between the original color scheme and the solutions shown in Table 4.2 is on average two color values. This error is hardly noticeable by the human eye. While there are models with a higher accuracy, their model complexity is significantly higher. Remark that longer runs might provide even more accurate models with lower complexity, but this solution was sufficient for the purpose of providing a color scheme.

As Figures 4.8 and 4.9 confirm, colors based on these formulas not only match the original data points, but also allows for smooth interpolation.

| Color | Expression | $1-\mathbf{R}^{2}$ | Complexity |
| :---: | :---: | :---: | :---: |
| $\mathrm{R}=$ | $57.291+\frac{181.657}{-i+1.396+i^{6} 62.633}$ | 0.004 | 50 |
| $\mathrm{G}=$ | $49.667+\frac{i^{2} 20669.400}{540 i^{4}+9.536}$ | 0.009 | 54 |
| $\mathrm{B}=$ | $55.856+10.002\left(i+63.125 i^{2}(2 i-1.202)^{2}\left(-i^{2}+1.202\right)\right)$ | 0.006 | 100 |

Table 4.2: The approximation for the red-green-blue component in function of the bar index $i$. We selected these models as solution based on a three independent runs of 80 seconds each.

### 4.3 Variable Importance

### 4.3.1 Population Based VI

Since SR uses a population of models a sensible approach is to examine the presence of a variable in the population. Models incorporating variables that are irrelevant to the problem will introduce extra complexity without achieving a better prediction error. Due to the Pareto optimality such individuals will have less chance to create offspring, which is an effective strategy to avoid irrelevant variables. Therefore, the presence of a variable in a sufficiently evolved population will provide an indication on whether that variable is relevant for describing the response. Remark that this is an interpretable measure as defined in Section 2.1.

We present presence-weighted and fitness-weighted VI as defined in [117]. Let us first define a function indicating whether a variable $x_{i}$ is present in model $M_{j}$ :

$$
\delta\left(x_{i}, M_{j}\right)= \begin{cases}1 & \text { if } x_{i} \subset M_{j}  \tag{4.4}\\ 0 & \text { if } x_{i} \not \subset M_{j}\end{cases}
$$

### 4.3.1.1 Presence-Weighted VI

The presence-weighted VI for any variable $x_{i}$ with $i \in\{1, \ldots, d\}$ in a set of models $\mathcal{M}=$ $\left\{M_{1}, \ldots, M_{s}\right\}$ is computed as the fraction of models containing $x_{i}$. Such definition provides
a robust estimation of relevance if the models in set $\mathcal{M}$ are of high quality and sufficiently diverse, i.e. obtained using several independent runs.

$$
\begin{equation*}
\mathcal{I}_{i}^{(P W)}(\mathcal{M})=\sum_{j=1}^{s} \frac{\delta\left(x_{i}, M_{j}\right)}{m}, \tag{4.5}
\end{equation*}
$$

### 4.3.1.2 Fitness-Weighted VI

The fitness-weighted VI eliminates the need for high quality in $\mathcal{M}$ (but does not eliminate the need for diversity) by weighting the presence indicator with the fitness of each model. It also takes into account the complexity of the model, by dividing the fitness equally over all variables present in a model:

$$
\begin{equation*}
\mathcal{I}_{i}^{(F W)}(\mathcal{M})=\sum_{j=1}^{s} \frac{\text { fitness }\left(M_{j}\right)}{\sum_{i=1}^{d} \delta\left(x_{i}, M_{j}\right)} \delta\left(x_{i}, M_{j}\right) \tag{4.6}
\end{equation*}
$$

Remark that in the extreme case of a population of perfect models, the fitness-weighted VI is equivalent with the presence-weighted variable importance. For the remainder of the thesis we will use the normalized fitness-weighted VI as defined by:

$$
\begin{equation*}
\mathcal{I}_{i}^{(N F W)}(\mathcal{M})=\frac{\mathcal{I}_{i}^{(F W)}(\mathcal{M})}{\sum_{i=1}^{d} \mathcal{I}_{i}^{(F W)}(\mathcal{M})} * 100 \% \tag{4.7}
\end{equation*}
$$

### 4.3.2 Individual Based VI

Previously we described techniques to determine VI given a population of sufficient quality. However, we are also interested in measures to compute VI given a single model. To this end we explore several options, some only applicable to algebraic expressions such as provided in SR.

### 4.3.2.1 Derivation of the Expression

In our first discussion about importance in Chapter 2, we noted that importance is a local property. Furthermore in any point of the input domain the local importance of any variable would be the partial derivative over that variable. If we are given a model consisting of a differentiable function, we recall Equation 2.2:

$$
\begin{equation*}
\mathcal{I}_{i}\left(y, x^{k}\right)=\sum_{k=1}^{n} \frac{\partial \hat{f}}{\partial x_{i}}\left(x^{k}\right) \tag{4.8}
\end{equation*}
$$

In Section 5.3 we will examine the behavior of this measure in several experiments.

### 4.3.2.2 Substitution by the Mean

It could be that a variable in the model actually assumes the role of a constant, thus never changing value. Then judging the importance using presence or absence as indicator would be flawed. The prediction error will change, but models of the same accuracy could also be build without this constant disguised as a variable. Replacing this variable by its mean would give an impression of the approximation error should this variable be removed from the model. In Section 5.3 we will examine the behavior of this measure in several experiments.

### 4.3.2.3 Variable Elimination

We defined importance as the change resulting from the presence or absence of a variable. A literal approach is to eliminate the variable from the expression. Let us introduce an elimination operator $s<(x$, expr $)$ which eliminates variable $x$ from expression expr and yields a new expression.

In order to eliminate a variable we remove that variable and operators involving that variable. Consider addition and multiplication:

$$
\begin{equation*}
s<(a, a+b)=b, \quad s<(a, a * b)=b \tag{4.9}
\end{equation*}
$$

Remark that eliminating variables this way is curious, since variable ' $a$ ' is actually replaced by a value depending on the operator involved. In case of operator plus or minus, elimination as defined here is equivalent with replacing by zero. While in case of multiplication of division, the variable is replaced by one.

For unary operators such as sine and cosine, the operator is also eliminated such that:

$$
\begin{equation*}
s<(a, \sin (a)+b)=b \tag{4.10}
\end{equation*}
$$

Now consider a more difficult case of exponentials:

$$
\begin{equation*}
s<\left(a, a^{b}+c\right)=c, \quad s<\left(b, a^{b}+c\right)=a+c \tag{4.11}
\end{equation*}
$$

This choice is not obvious, since eliminating variable ' $a$ ' would remove variable ' $b$ ' from that subexpression as well. This illustrates that an elimination technique is rather crude. In Section 5.3 we will examine the behavior of this measure in several experiments.

### 4.3.2.4 Importance Estimation by Shuffling

It is also of interest to examine the primary VI technique used by RF, described at length in Section 3.3.2, when applied to expressions. In Section 5.3 we will examine the behavior of this measure in several experiments.

### 4.4 Properties

### 4.4.1 Model Structure

A key strong point of SR is that is does not make assumptions about the model structure, instead only the set of primitive functions must be specified. An optimal model will then be searched for, in the space of all possible models using these primitive functions. However, choosing an ill-fitted set of primitive functions will have consequences. On the one hand, when choosing the set of primitive functions too small, the problem can not be solved exactly and one can only hope that an approximation can be provided. On the other hand, if the set of primitive functions is too large, the search space is increased unnecessary.

### 4.4.2 Stopping Criteria for the Evolution

Since the SR algorithm is a stochastic process, it is not clear when the evolution should be stopped. The model building process is ideally a continuous evolution, and while convergence
is assumed, there is little information available about the speed of convergence or the proximity to a acceptable solutions.

A pragmatic approach is allocating a certain computational budget to SR, in terms of function evaluations or time in seconds. In practice models are accepted as final solution if their performance is good, and SR can not find better solutions in runs that are 'long enough'. For this reason it remains important to look for robust algorithmic configurations that ensure the discovery of models of sufficient pre-defined quality.

### 4.4.3 Prediction Confidence

The final solution produced by SR is no single model, but rather a population of models. If all these models are of sufficient quality, their disagreement can be used as confidence intervals for predictions. This idea is illustrated in Figure 4.11


Figure 4.11: Response curves of models found by SR fitting the two points. The model disagreement can be used a measure for confidence.

### 4.4.4 Robust Model Building

As we will see in the later experiments, SR proves to be capable of handling irrelevant variables. In addition correlated variables and data imbalance are less of a problem compared with other techniques we studied. This does not imply that SR is insensitive to these problems, the model building is greatly facilitated if variables are not correlated and the data is balanced. However, we empirically observed that the performance of SR remains acceptable even in presence of all the aforementioned issues.

### 4.4.5 Computational Intensity

The reformulation of the regression problem to a search problem with infinite search space is not always favorable. When the regression problem can be solved using traditional modeling methods, these techniques are typically faster than SR. However, when traditional techniques prove insufficient, the heuristic exploration of an infinite search space is more attractive than giving up on solving the problem.

### 4.4.6 Model Interpretability

Although the convergence SR to a global optimal solution can be slow, approximate model structures as used in intermediate generations already provide insight into the problem. For example if preliminary runs indicate that the model structure is probably linear, traditional regression techniques might be used to solve the problem efficiently.

In addition all created models are an explicit algebraic expression and are readily interpretable. This full insight into the model is invaluable for domain experts. For example the domain expert might recognize a part of a known physical law, and the model can be easily adapted to incorporate this knowledge. This contrasts with models produced by RF or NN.

### 4.5 Applications

Symbolic regression is applied in sensory science, for modeling panel data. This is data obtained through experiments where a panel of subjects assigns a liking score to a sensory observation. When considering sensory information for taste it is of great interest to find optimal recipes and identify ingredients that drive liking. For background on why mustard comes in many varieties and ketchup does not we refer to [30]. Interpreting sensory panel data poses a challenge since flavors interacts non-linearly and the data is typically sparse. In addition panel members will have personal preferences, thus reacting differently to the same flavor. Segmenting the panel members according to personal preferences can be of commercial interest as well, since deciding how many different versions of a product to bring to the market will typically be founded on a sensory study to determine the potential interest. A study on such data set provided by Givaudan Flavors Corporation is presented in [117].

Developing soft sensors is a key application in an industrial setting. A soft sensor is a model to predict or infer the outcome of a process, implying that models need to be adaptive to changes in the process. The prediction of such models is for example used to control the process they describe, and optimize the process parameters in real-time. In [59] ensembles of SR predictors are successfully applied to the biomass estimation for the growth phase in a batch fermentation process.

Interval arithmetic [51] and affine arithmetic [91] can be used to analyze the output ranges of generated models during evolution. This allows for undesirable models to be rejected without doing the costly fitness evaluation. For instance models containing asymptotes can be detected this way. It is shown that applying such static analysis significantly improves the generalization performance of SR, while reducing over-fitting.

The prospects of auto-constructive evolution is discussed in [105], where operators for aspects such as reproduction are themselves encoded in the individuals. This will in effect co-evolve the problem solver as well as the solution. The results are preliminary, but it is speculated that auto-constructive evolution will extend the problem-solving power of GP.

### 4.6 Summary

This chapter situates symbolic regression (SR) in the context of evolutionary computation. While a genetic algorithm (GA) searches for solutions to an optimization problem, genetic programming (GP) searches for optimal parse trees describing functional input-output relationships. Pareto GP is a generalization of GP, where the fitness of an individual is determined
by the optimality of multiple objectives. Soft Ordinal Pareto GP applies goal softening by evaluating individuals on a subset of the data set, allowing more exploration and diversity. The ESSENCE algorithm also uses this approach, and increases success by strategically choosing the subsets and their size.

In Pareto-aware SR only parse trees of algebraic expressions are considered, and their quality is judged by their prediction error on a data set. A second objective is the minimization of the expression complexity, such that parsimonious models are preferred over complex models. This encourages SR to find models that are as simple as possible but not simpler. Examples illustrate the effectiveness of SR, rediscovering Newton's law of universal gravitation and deriving a smooth color gradient from a limited number of samples.

This chapter also discusses several variable importance measures for SR, either populationor individual-based. The behavior of these measures is investigated in Chapter 5.

## Chapter 5

## Experiments

It is of interest to study the techniques presented in the previous chapters in practice. This chapter provides selected results on experiments designed to increase understanding of the properties of each VI technique and their relation with the model structure.

First, the RF and SR methods are compared, followed by additional tests with alternative VI measures as introduced in Section 3.3 and 4.3.2. The same data set is used for both algorithms, and variables are uniformly sampled between zero and one unless stated otherwise.

All RF runs use the implementation detailed in Chapter 7, and we verified the results with available implementations. In all RF runs, a forest of 1000 trees was built, considering candidate subsets of the default $|d| / 3$ size to determine the best split. The in-bag data was $2 / 3$ of the data, sampled without replacement. The shuffle method was used to compute VI, with 5 random permutations for each of the 20 independent runs. The mean normalized variable importances are plotted in bar charts, using the $25-50-75$ percentile points as confidence interval.

All SR runs use the DataModeler package [4] in Mathematica. In all SR runs, the fitness function for prediction accuracy was defined as $1-R^{2}$ where $R^{2}$ is the square of the scaled correlation between prediction and response. The sum of subtree sizes in an expression was used as complexity measure. Model age was used as the secondary complexity measure. Variable importance is computed over several independent runs. The mean normalized variable importances are plotted in bar charts, using the $25-50-75$ percentile points as confidence interval.

Recall the desirable VI properties from Section 2.1. We will use these properties when discussing experimental results.

- Interpretability-Obtained importances should reflect the importances of the true input variables, without transformation.
- Strictness-Only variables relevant to describing the response should be allocated importances, so spurious variables should not appear important.
- Conservativeness-At intermediate stages of importance analysis all potentially interesting variables should receive importance.
- Reproducibility-A result can only be considered correct if it is reproducible.
- Universality-It is desirable for importances to be mutually comparable, and in addition to be problem independent.


### 5.1 Comparative Study

In this section we empirically compare RF and SR with respect to VI on diverse problems. For RF the Shuffling method is used as it is the most commonly used VI technique for RF, see also Section 3.3.2. For SR the normalized fitness-weighted VI is used, see also Section 4.3.1.2.

### 5.1.1 Linear Model

In linear models a logical measure for VI would be the coefficients since they have all the ideal properties as shown in Table 2.1. We argue that in these experiments the coefficients of a linear model are readily interpretable as a measure for variable importance, since all variables have the same range. The coefficients of a linear model are also strict and conservative. When considering traditional methods, linear models are also reproducible. We argue that the coefficients are also a universal measure, since the influence to the response is described problem independent.

When presented with a large data set, is is common that most of the variables are redundant, and it is desirable to remove them. To see if irrelevant variables will be identified we will consider a generating function:

$$
\begin{equation*}
y=10 x_{1}+10 x_{2}+5 x_{3}+1 x_{4}+0 x_{5}+\ldots+0 x_{10} \tag{5.1}
\end{equation*}
$$

Observe that only the first four variables are relevant to the response, and we added six spurious variables with zero coefficient. This way the methods are tested for strictness, as defined in Section 2.1. Optimal VIs are expected to correspond to the normalized coefficients, as shown in Figure 5.1.


Figure 5.1: The normalized coefficients from the function given by Equation 5.1. We argue that for this linear problem VI should reflect this proportions.

### 5.1.1.1 Sampling Uniformly

For this test we used a data set of 500 points. The shuffle method by which RF computes the variable importance could capture the same relation, and results are shown in Figure 5.2. Remarkable is that the $x_{4}$ variable's importance is underestimated. This suggests that RF is strict but not conservative.

Because the discussed variable importance for SR only reflects a variable's presence, even though fitness-weighted, it is expected that the relative importances will not be well preserved. Remark that a population of perfect models would consider all variables equally important.

As can be seen from the results in Figure 5.2 the variable importance of both $x_{3}$ and $x_{4}$ is overestimated. This more conservative behavior safeguards against removing relevant variables, but might cloud the relative importances. The small importance score for the spurious variables is due to lower quality models. Their contribution is far less since they are fitness weighted, but will not be zero.

When adding many extra variables with zero coefficient these conclusions still hold.


Figure 5.2: Comparing the results from RF and SR on data generated uniformly according to Equation 5.1. Observe that RF underestimates variable $x_{4}$, which was allocated an importance score close to zero. Also observe that SR overestimates the importance of variable $x_{3}$ and $x_{4}$, and the relevant variables are distinguishable from the spurious variables.

### 5.1.1.2 Imbalanced Data Set

In real problems the available data might not represent the input space well, as also discussed in Section 1.2 .12 .5 . We mimic this situation by oversampling a variable such that its distribution is no longer uniform, here variable $x_{1}$ is sampled much denser in the interval $[0,0.1]$. The generating function is given by Equation 5.1. A data set of 900 points was used, where the value of variable $x_{1}$ was sampled uniformly in $[0,1]$ for 100 points, and in the interval $[0,0.1]$ for the remaining 800 points.

The result obtained with RF is shown in Figure 5.3. We observe that the importance of variable $x_{1}$ is underestimated by a large margin.

Since more data points have an $x_{1}$ value in the interval $[0,0.1]$, any perturbed data point is highly likely to be assigned a value from this denser area. And if the point already had a value for $x_{1}$ within this interval, little change in the response will be observed resulting in a low importance score. These findings agree that RF is not conservative.

This contrasts with the findings for SR, also shown in Figure 5.3. It is observed that SR is less susceptible to changes in variable importance due to an unbalanced data set. We argue that since SR builds global models and the underlying model is unchanged, the local difference in density will only slightly influence the variable presence.


Figure 5.3: Comparing the results of RF and SR using an unbalanced data set sampling the function described by Equation 5.1. Remark that the importances obtained with RF for the densely sampled variable $x_{1}$ are significantly lower than when using a uniformly sampled data set such as in Figure 5.2. While SR also allocates less importance to $x_{1}$ than before, the same important variables can be identified as with the uniformly sampled data.

### 5.1.1.3 Relatively Weak Variables

Here it is examined how both methods deal with variables which are considerably less important than others, yet not redundant. This test verifies whether the methods are conservative, as defined in Chapter 2. A data set of 500 points was generated using the function given by Equation 5.2:

$$
\begin{equation*}
y=10 x_{1}+10 x_{2} \ldots 10 x_{8}+1 x_{9}+0 x_{10} \tag{5.2}
\end{equation*}
$$

The variable importance produced by RF are shown in Figure 5.4. We observe that the variable with relatively low coefficient ( $x_{9}$ ) has an importance close to zero, supporting the observation that RF is not conservative. In addition the relative importance of the variables $x_{1}$ through $x_{8}$ vary considerably, implying that RF is not universal. Since most variables are of equal importance neither will consistently provide a better split than its peers, but still always better than the variable with a low coefficient. The potential splits on the equally important variables differ only slightly according to the splitting criterion. They will reflect the distribution of the input variables which might exhibit slight non-uniformities due to the limited sample size. We argue that the splitting criterion amplifies these slight variations in density.

The same situation is better handled in SR, of which results are shown in Figure 5.4. While the importances are not exactly the same, this is expected since the population can still yield suboptimal models causing a small variation in the importances, even though the variables are have equal coefficients.

Remark that the importance of a variable with lower coefficient is overestimated. In the specific case that many significant variables' contribution is approximately equal, Latent Variable Symbolic Regression (LVSR) performs better than SR with respect to strictness (see [77]).


Figure 5.4: Comparing the results of RF and SR on data generated uniformly according to Equation 5.2. While variables $x_{1}$ through $x_{8}$ have the same coefficient in the generating function, we observe significant differences in the importance scores from RF. In addition a variable ( $x_{9}$ ) with a small coefficient compared to the rest, is not distinguishable from $x_{10}$ which is irrelevant noise. Variable $x_{9}$ is still identified as influential by SR, while the differences in VI for $x_{1}$ through $x_{8}$ is less pronounced.

### 5.1.1.4 Correlated Irrelevant Variables

Frequently not all variables in a data set are independent, and input variables are correlated. Such data set was created by adding new variables related to a true variable. In this experiment variables $x_{i}$ for $i=1, \ldots, 10$ satisfy Equation 5.1 , while variables $x_{j}$ for $j=11, \ldots, 20$ are constructed by

$$
\begin{equation*}
x_{j}=0.9 * x_{1}+0.1 * \text { Noise } \tag{5.3}
\end{equation*}
$$

where Noise is uniformly distributed in $[0,1]$. We used a data set of 500 points.
In RF the variable importances change dramatically as illustrated in Figure 5.5. Because variables correlated with $x_{1}$ provide splits of comparable quality they can also be selected as decision variables instead of the true variable $x_{1}$, even though this correlated variable might have coefficient zero in the generating function. This causes $x_{1}$ to lose its influence over the prediction path through the tree, resulting in a lower VI score. These findings support the notion that RF is not conservative.

The best models obtained with SR do not contain the correlated noise variables. But since those correlated variables can still serve as a surrogate for the true variable to build rough approximations, they will remain active in the population. Consequently, SR will always allocate some importance to the noise variables, as can be observed in Figure 5.5. This indicates that SR is conservative. We argue that this is not conclusive about the strictness of SR, since even with the overestimated VI of the correlated variables the true important variables are distinguishable.

We conclude from this experiment that it is possible that the importance of a variable is artificially low when using RF, if irrelevant variables correlate with it. Those irrelevant variables will obtain an importance that might even be larger than the true variable. We
explain this by relating the shuffle score to the Gini score and candidate set size in Section 5.2.1.3.


Figure 5.5: Comparing the results of RF and SR using correlated variables, the generating function is described by Equations 5.1 and 5.3. Observe that all variables $x_{11}$ through $x_{20}$ are correlated with $x_{1}$ and receive a non-zero importance score. While RF actually distributes the importance of $x_{1}$ over the correlated variables as explained in the text, importances obtained by SR can still identify all relevant variables.

### 5.1.1.5 Correlated Relevant Variables

In an experimental setting there is the realistic possibility that the researcher is not fully free to choose the input values to a process, due to external constraints. To mimic this situation we correlated relevant input variables. A data set of 500 points is generated using the function given by:

$$
\begin{equation*}
y=10 x_{1}+\ldots+10 x_{6}+1 x_{7}+0 x_{8}+\ldots+0 x_{10} \tag{5.4}
\end{equation*}
$$

Where variables are constructed as follows:

$$
\begin{equation*}
x_{i}=0.5 * x_{3}+0.5 * \text { Random, for } i \in\{2,4,5,6\} \tag{5.5}
\end{equation*}
$$

Where Random is uniformly distributed in $[0,1]$. Remark that $x_{1}$ is independent of any other variable.

Results are shown in Figure 5.6. We observe that RF scores $x_{3}$ very high compared with other variables with coefficient 10 in the generating function. In addition $x_{7}$ is not recognized as important analogously to the experiment from Section 5.1.1.3. The importances obtained by SR are consistent with earlier experiments. The importance of $x_{7}$ is overestimated by SR, but variables with the same coefficient in the generating function have approximately the same importance score. This more conservative ensures that even variables with a lower influence will not become extinct in the population.

We conclude from this experiment that it is possible that the importance of a variable is artificially high when using RF, if other relevant variables correlate with it. This can result in other independent variables receiving a much lower importance even though they have the same coefficient in the generating function. We explain this by relating the shuffle score to the Gini score in Section 5.2.1.4.

The results of RF are consistent with the literature [107], where a conditional VI is proposed which greatly improves this behavior.


Figure 5.6: Comparing the results of RF and SR on a 500 point data set constructed according to Equation 5.4 and 5.5. Variable $x_{3}$ is severely overestimated by RF, while $x_{7}$ is not recognized as important. In contrast, importances obtained using SR overestimate $x_{7}$, and variables with the same coefficient in the generating function have approximately the same importance score.

### 5.1.1.6 Noisy Variables

When performing real life experiments it is common for measurements to be corrupted by noise, such that the true input-output behavior is obfuscated. We mimic such situation by first creating a 500 point data set by sampling the function given by Equation 5.1. After computing the exact values for $y$, we create noisy variables $\left\{\widetilde{x_{1}}, \ldots, \widetilde{x_{10}}\right\}$ by adding noise to the true input variables as follows:

$$
\begin{equation*}
\widetilde{x_{i}}=0.5 * x_{i}+0.5 * \text { Noise } \tag{5.6}
\end{equation*}
$$

Where Noise is uniformly random in the interval $[0,1]$.
The results are shown in Figure 5.7. Perhaps surprisingly, the results of RF do not differ significantly from the earlier noise-free experiment in Section 5.1.1.1. However, this is explained by the experiments in Section 5.1.1.4. They showed that for finding splits RF does not really distinguish between a true variable and a variable to which it correlates. This results in a much coarser interpretation of the data, where only the general trend will matter.

In contrast, the noisy variables pose a challenge to SR , which tries to find an optimal global model. However, his relationship is obfuscated due to the added noise. While the variables with highest coefficients in the generating function are still easily identified, the variable with lowest coefficient $\left(x_{4}\right)$ is not distinguishable from noise. This could be an indication there is room for evolving better models. However, we remark that even the generating function would have a significant error, and many other models will have a comparable error. This results in a very high diversity in the population, where models also using irrelevant variables can attain a relatively high fitness.


Figure 5.7: Comparing results for RF and SR using a noisy data set for samples from the function given by Equation 5.1. While RF yields the same results as the noise-free experiment in Section 5.1.1.1, SR is looking for a model obfuscated by the noise. The variable with lowest coefficient is not distinguishable from noise.

### 5.1.2 Newton's Universal Gravitation Law

Now the differences between RF and SR have been shown on data from a simple linear function, we investigate this differences further using Newton's universal gravitation law. Recall from Section 4.2.6.1:

$$
\begin{equation*}
F=G \frac{m_{1} m_{2}}{r^{2}} \tag{5.7}
\end{equation*}
$$

Where $F$ is the force attracting two masses $m_{1}$ and $m_{2}$ over a distance $r$. The constant $G$ is the gravitational constant:

$$
\begin{equation*}
G=6.67428 \times 10^{-11}, \quad \text { with unit } N(\mathrm{~m} / \mathrm{kg})^{2} \tag{5.8}
\end{equation*}
$$

The data was generated uniformly in ranges:

$$
\begin{equation*}
0 \leq m_{1} \leq 1, \quad 0 \leq m_{2} \leq 1, \quad 1 \leq r \leq 2 \tag{5.9}
\end{equation*}
$$

As a preliminary test we determine VI using the same data set of 50 points as in Section 4.2.6.1, containing only the three relevant variables. Results are shown in Figure 5.8. Observe that RF determines a much lower importance for $r$ than SR.


Figure 5.8: Comparing results from RF and SR on the 50 point Newton data set with only relevant variables.

### 5.1.2.1 Spurious Variables

Analogously to our experiments on a linear model we add many irrelevant variables. Fifty spurious variables are added sampled uniformly in the interval $[0,1]$, they do not contribute to the response in any way. The obtained importances are shown in Figure 5.9. Remark that only a selection of variables is shown, for RF the 14 most important variables are shown. Variables not shown on Figure 5.9 all have very low importance scores. Results for SR identify that variables $m_{1}, m_{2}$ and $r$ are surely more important than all others. From VI as computed by RF the importance of variable $r$ is no longer clear, and surprisingly some noise variables consistently score higher than $r$.


Figure 5.9: Comparing results from RF and SR on the Newton data set with 50 spurious variables. The importance score from SR correctly identifies the driving variables, while RF scores some variables that are not relevant to the response higher than the driving variable $r$.

Different parameter settings of leaf size, candidate set size did not improve the results for RF. However, increasing the data set size from 50 to 500 did improve the results, as shown in Figure 5.10. In this case RF does identify only the driving variables, and allocates zero
importance to any spurious variable. This indicates that RF is not suited for very small data sets.


Figure 5.10: Variable importances obtained with RF on the Newton data set with 50 spurious variables, using 500 sample points. Remark that only the variables relevant to the response obtain a significant importance score. All variables that are not shown have an importance equal to or less than variable $x_{19}$.

### 5.1.2.2 Imbalanced Data Set

Analogously to the experiments on a linear model we examine the impact of using an imbalanced data set. We used a data set of 250 points with 10 spurious variables, where variable $m_{1}$ is oversampled in the interval $[0.45,0.55]$.

The results are shown in Figure 5.11 and are consistent with results from Section 5.1.1.2. The data distribution makes the importance of $m_{1}$ appear much lower for RF, however, the driving variables are still clearly distinguishable from the spurious variables. With SR the importance of $m_{1}$ is lower than in the experiment from Section 5.1.2.1, but the drop in importance is not as dramatic as observed for RF.


Figure 5.11: Comparing results for RF and SR using a 250 point data set with 10 spurious variables, sampling Equation 5.7 where $m_{1}$ is oversampled in the interval [ $\left.0.45,0.55\right]$. The importance of $m_{1}$ is severely underestimated when using RF, whereas the loss of importance is not that pronounced when using SR.

### 5.1.2.3 Noisy Variables

Analogously to the experiments on a linear model we created a noisy data set of 200 points with 10 spurious variables, where noisy variables $\widetilde{m_{1}}, \widetilde{m_{2}}$ and $\widetilde{r}$ are created as follows:

$$
\begin{align*}
& \widetilde{m_{1}}=0.7 * m_{1}+0.3 * \text { Noise } \\
& \widetilde{m_{2}}=0.7 * m_{2}+0.3 * \text { Noise }  \tag{5.10}\\
& \widetilde{r} \quad=0.7 * r \quad+0.3 * \text { Noise }
\end{align*}
$$

Where Noise is uniformly distributed in the interval $[0,1]$.
The results are shown in Figure 5.12. Similar to the experiment in Section 5.1.1.6, results do not differ significantly compared with noise-free data for RF. We observe that SR allocates more importance to spurious variables since the overall quality of the population is lower, however, the driving variables still score the highest.


Figure 5.12: Comparison of results for RF and SR using a 200 point Newton data set, with 10 spurious variables and noise added to the driving variables. The importances of RF do not differ significantly from the noise-free experiment. Model building is more difficult for SR resulting in more spurious variables being present in the population, resulting in a higher importance score for spurious variables.

### 5.1.2 4 Correlated Irrelevant Variables

Here we add 30 variables correlated with the driving variables. A data set of 150 points was used, where the correlated variables were generated as follows:

$$
\begin{array}{ll}
x_{i}=0.7 * m_{1}+0.3 * \text { Noise }, & \text { for } i=1, \ldots, 10 \\
x_{j}=0.7 * m_{2}+0.3 * \text { Noise }, & \text { for } j=11, \ldots, 20  \tag{5.11}\\
x_{k}=0.7 * r+0.3 * \text { Noise, } & \text { for } k=21, \ldots, 30
\end{array}
$$

Where Noise is uniformly random in the interval $[0,1]$.
Results are shown in Figure 5.13. Similar to our observations on a linear model the importance of relevant variables is less pronounced for scores obtained with RF, since correlated
variables will receive high scores as well. In this experiment some noisy variables even obtain a score higher that the true variable. With SR the true variables are identified, even though some correlated variables also score relatively high.


Figure 5.13: Comparing results from RF and SR on the Newton data set with 30 variables correlated with the driving variables. Importances obtained by RF do not allow for clear identification of the driving variables $m_{1}, m_{2}$ and $r$, while this is not a problem with SR.

### 5.1.3 Unwrapped Ball Function

We found the five dimensional unwrapped ball function another interesting non-linear problem. This function was introduced in [116] and is given by:

$$
\begin{equation*}
y=\frac{10}{5+\sum_{i=1}^{5}\left(x_{i}-3\right)^{2}} \tag{5.12}
\end{equation*}
$$

The variable importances of this function are of interest, since the expression implies that all variables should be equally important. This is in a sense a non-linear version of our experiment in Section 5.1.1.3.

We created a data set of 1024 points where points were uniformly sampled in ranges:

$$
\begin{equation*}
0.05 \leq x_{i} \leq 6.05, \quad \text { for } i \in\{1, \ldots, 5\} \tag{5.13}
\end{equation*}
$$

Results are shown in Figure 5.14. We observe that RF and SR agree on the order of importance. Although the variables should be equally important judging by the generating formula, neither RF nor SR score all variables equally. We attribute this to random sampling fluctuations, and this will be confirmed in Section 5.3.3.


Figure 5.14: Comparing results from RF and SR on the five dimensional unwrapped ball data set. We observe that neither RF nor SR score all variables equally, but they agree on the order of importance. For this function this indicates that the data sampling is not perfectly uniform, as will be demonstrated in Section 5.3.3.

### 5.2 More on Random Forest

In Section 3.3 we mentioned several measures of VI in RF, which we briefly recall here:
Shuffle - The change in prediction error introduced by perturbing the out-of-bag data.
Gini - The accumulation of the splitting criterion for a variable, giving an impression of how well a variable can split the data.

Splits - The number of splits on a variable is not a good measure of importance on its own, but will be instrumental to our discussion.

We revisit some experiments from the comparative study in Section 5.1 and explain in the behavior of the VI in detail.

### 5.2.1 Linear Model

Recall that this experiment was determining VI using a uniformly sampled data set for the generating function given by Equation 5.1, shown again here:

$$
\begin{equation*}
y=10 x_{1}+10 x_{2}+5 x_{3}+1 x_{4}+0 x_{5}+\ldots+0 x_{10} \tag{5.14}
\end{equation*}
$$

The Gini measure and number of splits is shown in Figure 5.15. Here we observe that variables with a lower coefficient in the generating function will have a lower Gini index. The effect is that variable $x_{4}$ will only be the preferred variable to split on if all other candidates are spurious variables, since the variables $x_{1}, x_{2}$, and $x_{3}$ will always outperform $x_{4}$. Remark that $x_{4}$ is not split on more than an irrelevant variable.

We also observe that variable $x_{3}$ has a low importance score even though it has more splits compared to an irrelevant variable. Using a similar argument, splits on $x_{3}$ will only happen if
neither $x_{1}$ or $x_{2}$ are in the candidate set. Except for nodes lower in the tree, closer to leaf nodes. However, such splits do not alter the prediction path much when shuffling the data in that variable, explaining the lower importance given by the shuffle techniques.


Figure 5.15: Other measures explaining the behavior of RF on a linear model given by Equation 5.14. Observe that variables with a lower coefficient in the generating function will be split less. Variable $x_{3}$ will only be chosen as a decision variable in the lower areas of the tree where the influence on the prediction path is lower, resulting in a lower shuffle score.

### 5.2.1.1 Imbalanced Data Set

Recall that this experiment used the same generating function as the previous section, but used an imbalanced data set where variable $x_{1}$ was sampled with much higher density in a small interval.

The Gini measure and number of splits is shown in Figure 5.16. We observe that splits on $x_{1}$ are far less common than when using a uniformly sampled data set. Although $x_{1}$ is still being split more that a spurious variable, implying that the prediction model is not per se faulty.

Consider the values of variable $x_{1}$. After the cluster is identified with a few initial splits, little information is gained by splitting $x_{1}$ further. This will allow the other variable with high coefficient ( $x_{2}$ ) to always provide splits superior to any other variable, as indicated by its Gini score.

By the design of the shuffle technique, $x_{1}$ will not achieve a high importance score. Since more data points have an $x_{1}$ value in the interval [ $0,0.1$ ], any perturbed data point is highly likely to be assigned a value from this denser area. And if the point already had a value for $x_{1}$ within this interval, little change in the response will be observed resulting in a low importance score. We refer to a later experiment in Section 5.3.1.1 where we confirm this behavior using a perfect model.


Figure 5.16: Other measures explaining the behavior of RF on a linear model given by Equation 5.14, using an imbalanced data set. Remark that variable $x_{1}$ no longer provides good splits despite its high coefficient in the generating function, as indicated by its low Gini score. The lower number of splits on $x_{1}$ lower the influence on the predictive path, resulting in a lower shuffle score.

### 5.2.1.2 Relatively Weak Variables

Recall that this experiment used the generating function given by:

$$
\begin{equation*}
y=10 x_{1}+10 x_{2} \ldots 10 x_{8}+1 x_{9}+0 x_{10} \tag{5.15}
\end{equation*}
$$

The Gini measure and number of splits is shown in Figure 5.17. We observe that some variables deliver better splits than others, even though their coefficient in the generating function is the same. We attribute this to small structural defects in the random sampling of the input space.

The decision variable is chosen to be the variable that delivers the best split, irrespectively of how much the split is better compared to other candidates. This allows small structural defects to consistently favor the same variables early in the model construction, even though the difference with other variables is minimal. A variable consistently obtaining early splits influences the prediction path of perturbed points more, resulting in a higher shuffle score.

### 5.2.1.3 Correlated Irrelevant Variables

Recall that this experiment used the same generating function as the previous section, but variables $x_{11}$ through $x_{20}$ where added. These extra variables are correlated with $x_{1}$.

The Gini measure and number of splits is shown in Figure 5.18. We observe that splits on $x_{1}$ are far less common compared to the previous section. The correlated variables will provide good splits, as indicated by their higher Gini index compared with the irrelevant variables $x_{5}$ through $x_{10}$.

The candidate set size will be 7 in this experiment, which is the default $|d| / 3$ value. The correlated variables are numerous, implying that most of the time at least one of them will be
in the candidate set. In case $x_{1}$ is not present in the same candidate set, one of the correlated variables has a high probability to be the decision variable. In effect they will compete with variable $x_{1}$. Since the correlated variables are numerous and deliver the same information as $x_{1}$, variable $x_{1}$ will be at a disadvantage.


Figure 5.17: Other measures explaining the behavior of RF on a linear model given by Equation 5.15, where the coefficients of $x_{1}$ through $x_{8}$ are the same. Even though the number of splits is not that different, the Gini index is. This implies that some variables will be preferred, causing them to split the data early in the tree - close to the root. This will result in a greater difference in the prediction path, resulting in a higher shuffle score.


Figure 5.18: Other measures explaining the behavior of RF on a linear model using correlated variables. The correlated variables will compete with variable $x_{1}$ for the same splits. Since the correlated variables are numerous and deliver the same information as $x_{1}$, variable $x_{1}$ will be at a disadvantage.

### 5.2.1.4 Correlated Relevant Variables

Recall that this experiment used the generating function given by:

$$
\begin{equation*}
y=10 x_{1}+\ldots+10 x_{6}+1 x_{7}+0 x_{8}+\ldots+0 x_{10} \tag{5.16}
\end{equation*}
$$

Where variables $x_{2}, x_{4}, x_{5}$, and $x_{6}$ are correlated with $x_{3}$.
The Gini measure and number of splits is shown in Figure 5.19. We observe that the number of splits on $x_{3}$ does not differ from the splits on a variable with equal coefficient ( $x_{1}$ ) in the generating function. This implies the difference in importance score is due to other factors.

We observe that the Gini score for $x_{3}$ is much higher than any other variable. This is explained by the correlation of the other variables with $x_{3}$. This will in effect inflate its coefficient, resulting in the information gain criterion always preferring $x_{3}$ and assigning a high Gini score.

The prediction path of a perturbed data point is interesting. If the new value of $x_{3}$ causes a different decision to be made at any node where $x_{3}$ is the decision variable, the new prediction will differ significantly. Since the correlated variables are similar to $x_{3}$ in terms of input-output behavior in the original data, a decision on $x_{3}$ describes the influence of all those variables combined. So, a different prediction path will predict a very different area of the input space resulting in a high shuffle score.


Figure 5.19: Other measures explaining the behavior of RF on a linear model given by Equation 5.16, where other relevant variables where correlated with $x_{3}$. Remark that $x_{3}$ outperforms any other variable even though its coefficient in the generating function is the same as variables $x_{1}$ through $x_{6}$.

### 5.2.2 Newton's Universal Gravitation Law

Observations similar to the previous sections can be made for the Newton problem, so results for correlated variables, imbalanced data are not shown. Recall the generating function:

$$
\begin{equation*}
F=G \frac{m_{1} m_{2}}{r^{2}} \tag{5.17}
\end{equation*}
$$

Where $F$ is the force attracting two masses $m_{1}$ and $m_{2}$ over a distance $r$. The constant $G$ is the gravitational constant:

$$
\begin{equation*}
G=6.67428 \times 10^{-11}, \quad \text { with unit } N(\mathrm{~m} / \mathrm{kg})^{2} \tag{5.18}
\end{equation*}
$$

The Gini measure and number of splits is shown in Figure 5.20, obtained with the same data set as Figure 5.8. We observe the number of splits is equal, which is to be expected since the default candidate size is $|d| / 3$, hence one in this experiment.

We speculate that variable $r$ provides less opportune splits due to its limited domain. The combination of $m_{1}$ and $m_{2}$ have the potential to cause a much more change to the response compared to $r^{2}$, due to the difference in sampling domain.


Figure 5.20: Other measures explaining the behavior of RF on the Newton problem. The difference in sampling domain of $r$ compared with $m_{1}$ and $m_{2}$ prevents $r$ from being identified as at least as important.

### 5.3 More on Expression Trees

In Section 4.3.2 we mentioned several measures that could help identifying important variables when applied to algebraic expressions. This section will further investigate the impact of each measure on several problems. We briefly recall the measures applicable on expressions:

Derive - The accumulated partial derivative over the available data points.
Mean - The prediction error made by substituting a variable with its mean.
Eliminate - The prediction error made when eliminating a variable from the expression.
Shuffle - The prediction error when shuffling the data in one dimension.
We revisit some experiments from the comparative study in Section 5.1 and find out how these measures perform.

### 5.3.1 Linear Model

Recall that this experiment was determining VI using a uniformly sampled data set for the generating function given by Equation 5.1, shown again here:

$$
\begin{equation*}
y=10 x_{1}+10 x_{2}+5 x_{3}+1 x_{4}+0 x_{5}+\ldots+0 x_{10} \tag{5.19}
\end{equation*}
$$

We first use a uniformly sampled data set, results for all measures are shown in Figure 5.21. We observe all measures agree on the relative importances, indicating that further experiments are needed to uncover their differences.

While the results for 'Shuffle' in Figure 5.21 correspond to results obtained with RF, we note that RF uses the SSE as error function. In order for the importances to be comparable to the coefficients of the generating function, this error function should be the RMSE as shown in Figure 5.22. We observe that using the RMSE in RF would be undesirable since the importance of an irrelevant variable with a small score would be inflated. The square root affects high importance scores more than low importance scores, such that variables with a higher importance score would be harder to distinguish from variables with a low importance score. We note that the square root is order preserving, thus selecting $k$ variables with highest importance would yield the same result, irrespectively of whether the SSE or RMSE was used. In order for the 'Shuffle' to be comparable with earlier experiments, we opt to use the SSE in the rest of this section.

### 5.3.1.1 Imbalanced Data

Recall that this experiment used the same generating function as the previous section, but used an imbalanced data set where variable $x_{1}$ was sampled with much higher density in a small interval.

Results for all measures are shown in Figure 5.23. Remark that the 'Derive' measure is not influenced by the data distribution, since the partial derivative of this linear model will be a constant exactly corresponding to the coefficient in the generating function. All other measures are influenced by the data distribution.

We observe that the 'Shuffle' and 'Mean' method agree on the importance but underestimate variable $x_{1}$. In the previous experiments with RF on this data we already observed this, but


Figure 5.21: Comparing the results for different expression based metrics on a linear model given by Equation 5.19, using uniformly sampled data. We observe all measures agree on the relative importances, indicating that they all could be potentially interesting. However we note that the derivative is expected to be the optimal importance for this problem, while the other measures differ. This is a result of using the SSE error function. Using the RMSE would be a better match with the coefficients, as shown in Figure 5.22.


Figure 5.22: Using the same data as for Figure 5.21, but now using the RMSE as error function. We observe that the importances are all in agreement with the 'Derive' measure, which would be the optimal importance measure for this problem. In the text we provide reasons not to use the RMSE in conjunction with RF.
the use of the expression makes all the difference. By using the generating function directly, it is as if we use a perfect model. Hence we can be sure that this behavior is due to the definition of the 'Shuffle' procedure and not a modeling artifact introduced by RF.

The 'Eliminate' technique will overestimate $x_{1}$, since eliminating $x_{1}$ in this expression according to the rules introduced in Section 4.3.2.3 would be equivalent to substituting the value one. Considering the mean of $x_{1}$ is very low due to the high density in the interval [0, 0.1], substituting by one introduces a larger error compared with the other variables whose mean is 0.5 since they are uniformly sampled in $[0,1]$.


Figure 5.23: Comparing the results for different expression based metrics on a linear model given by Equation 5.19, using an imbalanced data set. We observe that 'Shuffle' yields the same results as when used in conjunction with RF, indicating that the underestimation of $x_{1}$ is not a modeling artifact of RF.

### 5.3.1.2 Correlated Relevant Variables

Recall that this experiment used the generating function given by:

$$
\begin{equation*}
y=10 x_{1}+\ldots+10 x_{6}+1 x_{7}+0 x_{8}+\ldots+0 x_{10} \tag{5.20}
\end{equation*}
$$

Where variables $x_{2}, x_{4}, x_{5}$, and $x_{6}$ are correlated with $x_{3}$.
Results for all measures are shown in Figure 5.24. Remark that the 'Derive' measure is not influenced by variable correlations, since the partial derivative of this linear model will be a constant exactly corresponding to the coefficient in the generating function.

We observe again that the 'Shuffle' and 'Mean' measures agree on the importances. However, in contrast to experiments with RF in Section 5.2.1.4, we observe that the 'Shuffle' scores now make more sense. Here the importance of $x_{1}$ and $x_{3}$ is equal, as expected by their equal coefficients in the generating function. While all variables $x_{1}$ through $x_{6}$ have the same coefficient, the correlated variables can be considered less important because the information they add is not independent.


Figure 5.24: Comparing the results for different expression based metrics on a linear model given by Equation 5.20, using an imbalanced data set. We observe that 'Shuffle' yields the same results as when used in conjunction with RF, indicating that the underestimation of $x_{1}$ is not a modeling artifact of RF.

### 5.3.2 Newton's Universal Gravitation Law

Observations similar to the previous sections can be made for the Newton problem, so results for correlated variables, imbalanced data are not shown. Recall the generating function:

$$
\begin{equation*}
F=G \frac{m_{1} m_{2}}{r^{2}} \tag{5.21}
\end{equation*}
$$

Where $F$ is the force attracting two masses $m_{1}$ and $m_{2}$ over a distance $r$. The constant $G$ is the gravitational constant:

$$
\begin{equation*}
G=6.67428 \times 10^{-11}, \quad \text { with unit } N(\mathrm{~m} / \mathrm{kg})^{2} \tag{5.22}
\end{equation*}
$$

Results for all measures are shown in Figure 5.25. We observe again that the 'Shuffle' and 'Mean' measure agree on the importances.

For this problem, eliminating any variable according to the rules as introduced in Section 4.3.2.3 would be equivalent to substituting the value one. For variable $r$ this results a denominator of one, while substituting the mean would result in a denominator of $1 / 4$. Consequently, the elimination will introduce a larger error than substituting the mean, so the 'Eliminate' score is higher than the 'Mean' score.

### 5.3.3 Unwrapped Ball Function

Recall that this experiment used the generating function given by:

$$
\begin{equation*}
y=\frac{10}{5+\sum_{i=1}^{5}\left(x_{i}-3\right)^{2}} \tag{5.23}
\end{equation*}
$$

And that variable importances are expected to be equal. In our earlier experiment in Section 5.1.3 we observed that the importance score was not equal for all variables. We will first use


Figure 5.25: Comparing the results for different expression based metrics on the Newton problem. We observe that 'Shuffle' yields the same results as when used in conjunction with RF, indicating that the underestimation of $r$ is not a modeling artifact of RF. The lower score of 'Derive' also indicates the lower score of $r$ is to be expected for these input ranges.
the same data set and compute expression based importances. Results for all measures are shown in Figure 5.26. Even with the exact expression, the fluctuations in score is still present.

To show that the data distribution is influential, we repeat the experiment with a data set sampling on an equidistant grid. Results for all measures are shown in Figure 5.27. We observe that all measures report exactly the same importances. This confirms that the fluctuations in importance were due to the sampling distribution and not the underlying model.

### 5.4 Discussion

From experiments on expression trees we identified that replacing a variable by its mean, is equivalent with the shuffling technique. However, in RF replacing a variable by its mean would be too restrictive. This would effectively disable some region in a decision tree, since the outcome of any comparison against the decision value for the variable under study will be known a priori. By using the shuffling method, the comparisons can still differ for another permutation of values. Moreover this allows the permuted value for that variable to vary per tree, which increases diversity in the prediction.


Figure 5.26: Comparing the results for different expression based metrics on the UBall problem using a randomly sampled data set. We observe that fluctuations in the importance are present, although all variables are expected to be equally important. This is due to the randomly sampled data set.


Figure 5.27: Comparing the results for different expression based metrics on the UBall problem using a data set sampled on an equidistant grid. We observe that all importances are equal, confirming that the fluctuations were due to the random sampling.

### 5.5 Summary

In this chapter we have shown how different importance measures react on different problem configurations, specifically correlated variables and imbalanced data. We have compared symbolic regression (SR) and random forests (RF).

In general SR performed well throughout all tests. We observed that SR favors a conservative approach, in other words variables will be rather overestimated than underestimated. This was most notable for the test with a noisy data set, where SR could identify most important variables when using a noisy data set but one variable with low importance could not be distinguished from noise. The noise causes models not resembling the generating function to be assigned a higher fitness. This allows irrelevant variables to survive, and those variables receive a higher importance score. While RF did not identify that variable either, RF is robust to noise in the data set.

We have observed that RF showed several curious properties when handling correlated variables, such that a variable can be either over- or underestimated depending on the correlation structure of the data. In some cases this was explained by the split criterion used for tree construction, in particular relevant correlated variables were favored by the splitting criterion thus inflating its importance score. This property was not present when testing with the same data set and using the exact expression, confirming that this is caused by the tree construction and not by the shuffle technique.

We have shown that RF uses the SSE error function, whereas the RMSE is a better option when comparing importances with coefficients in a linear generating function. However, in general it is preferable to use the SSE in RF, as to clearly distinguish between important and irrelevant variables. We note that the importance ranking remains the same when using either SSE or RMSE.

We have shown that a variable is underestimated by RF when using an imbalanced data set, but that this is by design of the shuffle technique and not the model creation.

## Chapter 6

## Case Studies

### 6.1 Human Development Index

Human development is an important and interesting subject, more so because it concerns every human on the planet. Many social, economical and personal factors are combined in a single number known as the Human Development Index (HDI) [83]. This index is an indicator expressing the general quality of life of the human population but not limited to material well-being. It uses three dimensions of development: health, knowledge, income. Health is measured by life expectancy at birth. Knowledge is measured by combining the expected years of schooling for a school-age child in a country today with the mean years of prior schooling for adults aged 25 and older. Income is measured in purchasing power adjusted per capita gross national income. These three dimensions are then combined using the geometric mean.

The HDI is not perfect, but the data collected in the process surely holds information and is subject of active research [84].

In this case study the variable importances obtained by RF and SR are compared, when estimating several parameters from the HDI data set. The initial data set is available at [83] and contains many missing values.

While RF can produce a proximity matrix by which missing values could be filled in, it seemed prudent to pre-process the data set independent of the methods to be compared. The data set was pre-processed as follows: If a value was missing for a specific variable in more than 50 countries, the variable was removed. If a country had more than 30 missing values on the remaining variables, the country was removed. The remaining missing values were replaced by the average value over countries within the same development group (low, medium, high, very high developed country). In addition the variable 'antenatal care' was removed because no data was available for any country in the very high developed group.

The variables 'Total Satisfaction Freedom of Choice', 'Total Purposeful Life' are modeled because any relationship between the development of a country and perceived freedom and purpose would be interesting. For both these variables data was collected through questionnaires were participants were asked whether they were satisfied with their freedom of choice, or whether they find their lives purposeful, respectively. The percentage of the population answering 'yes' to either question is the response variable. Remark that the data set provides both a total percentage and a percentage for the female population to make comparison across genders possible. Only the total percentage is modeled and the female percentage is removed a priori, since this variable holds exactly the same information.

The 'GDP per Capita' was also modeled to compare both techniques on a non-linear problem. The Gross Domestic Product (GDP) is the value of all products and services produced within a country in a year. This is divided by the population to make international comparison possible, considering that more people are able to produce more value. While the explicit formula is known in this case and the true variables GDP and population are present in the data set, the difficulty lies in extracting the two relevant variables from the many irrelevant but correlated variables. The variable GNI per Capita is removed a priori, this variables by itself approximates GDP per Capita.


Figure 6.1: The correlation matrix of the HDI data set. Every square represents the correlation between two variables $i$ and $j$ where $(i, j)$ is the index of that square in the matrix. We observe that many variables are correlated.

All modeling was performed on a quad-core i7 machine operating at 3 Ghz , with a memory capacity of 12 GB . Other parameters are given in the sections discussing the results for the corresponding response variable.


Figure 6.2: The HDI plotted versus Purposeful Life. Countries with a higher HDI score less on average due to higher variance in Purposeful Life.


Figure 6.3: The HDI plotted versus Freedom of Choice Satisfaction. The higher developed countries score higher. The variance is large for all development levels.


Figure 6.4: The HDI plotted versus the GDP per Capita, which is closely related to the IncomeIndex, one of the three dimensions of the HDI.

| RF Parameter | Value |  | SR Parameter | Value |
| :--- | :---: | :--- | :--- | :---: |
| Number of trees | 1000 |  | Independent Runs | 4 |
| In-Bag data | $2 / 3$ |  | Time Constraint/Run | 1 hour |
| Leaf Size | 5 |  | Accuracy Measure | $1-R^{2}$ |
| Candidate set size | $\|d\| / 3$ |  | Complexity Measure | sum of sub-tree sizes |

Table 6.1: Parameter values used for modeling the Purposeful Life and Freedom of Choice response variables.

### 6.1.1 Purposeful Life

The relation between country development and Purposeful life is illustrated in Figure 6.2. Remark that countries with a higher HDI exhibit a larger variance in the Purposeful Life.

Importances obtained by SR displayed in Figure 6.6, models of good quality showed a linear relation between variables. The SR variable importances suggest that the most important variables determining whether life is perceived as purposeful are: HospitalBeds, Fertility, Age, MaternityLeave, Undernourishment. We roughly relate these variables to health, children and food. We find these factors not unreasonable in order to enjoy a purposeful life.

Importances obtained by RF are shown in Figure 6.6. It is observed only the most important variables are similar to those identified by SR , and variables with a lower importance are incomparable. Since the underlying model was suggested to be linear by SR the remarks of experiments conducted in the previous section are applicable here.

The parameter values from Table 6.1 were used to model Purposeful Life.

### 6.1.2 Freedom of Choice

The relation between country development and Satisfaction Freedom of Choice is presented in Figure 6.3. While the higher developed countries score higher, a large variance is observed.

Importances obtained by SR are shown in Figure 6.5, models of good quality showed a linear relation between variables. The SR variable importances suggest that the most important variables determining the satisfaction with ones freedom of choice are: Standard of Living Satisfaction, Healthcare Satisfaction, Respect, Employment, Air and Water Quality. So this one satisfaction variable aggregates information of different aspects in life. Again these variable importances intuitively make sense.

Importances obtained by RF are visualized in Figure 6.5. The most important variables agree with those found by SR with variations in relative importance, but variables with lower importances are different. For example the Income Gini Coefficient has a relatively high importance score, while this variable is not present at all in the top 20 important variables obtained with SR. In the absence of domain expertise this can have a significant impact on a decision making process. This illustrates caution is warranted when performing variable selection, and consulting multiple methods is advised.

The parameter values from Table 6.1 were used to model Freedom of Choice.


Figure 6.5: Importances obtained with RF and SR modeling Freedom of Choice, using the parameter values given in Table 6.1.


Figure 6.6: Importances obtained with RF and SR modeling Total Purposeful Life, using the parameter values given in Table 6.1.

### 6.1.3 GDP per Capita

The relation between country development and GDP per Capita is shown in Figure 6.4.
Importances obtained by five SR runs of two minutes are presented in Figure 6.7. While neither GDP nor Population scores high in importance, it is noted that the explicit formula $G D P /$ Population was retrieved in a few models. But since the majority of the population achieved a much lower level of quality, they will obscure these variables even though the importance is fitness weighted. This is an example of why models of sufficient quality should be used to estimate importances, and highlights the consequences of not doing so.

Importances obtained by RF are displayed in Figure 6.7. Neither the GDP nor Population variable is present in the top 20 most important variables, as was the case with SR. However, we observe that correlated variables dominate other variables. Many variables with 'HDI' in their name are correlated, and are also correlated with the GDP per Capita. This agrees with findings in other research regarding RF variable importance with correlated variables [107].

Importances obtained by five SR runs of twenty minutes are presented on the left graph in Figure 6.7. Both GDP and Population score high in importance, and it is observed that the majority of models are of high quality. By considering only members of the Pareto front, instead of the whole population, the importances shown on the right graph in Figure 6.7 are obtained. The two most important variables are now the GDP and Population, as is desirable in this problem setting. This demonstrates that when models are of sufficient quality, the estimated variable importances are more reliable.

| RF Parameter | Value |  | SR Parameter | Value |
| :--- | :---: | :--- | :--- | :---: |
| Number of trees | 1000 |  | Independent Runs | 5 |
| In-Bag data | $2 / 3$ |  | Time Constraint/Run | 20 minutes |
| Leaf Size | 5 |  | Accuracy Measure | $1-R^{2}$ |
| Candidate set size | $\|d\| / 3$ |  | Complexity Measure | sum of sub-tree sizes |

Table 6.2: Parameter values used for modeling the GDP per Capita response variable. For symbolic regression we explore two series of runs, where the time constraint per run is either two or twenty minutes.


Figure 6.7: Importances obtained with RF and SR modeling GDP per Capita, using the parameter values given in Table 6.2. For SR these results correspond to five independent runs of two minutes.


Figure 6.8: Importances obtained with RF and SR modeling GDP per Capita, using the parameter values given in Table 6.2. For SR these results correspond to five independent runs of twenty minutes. On the left graph, variable importances are estimated using the whole final population. On the right graph, variable importances are estimated using only the Pareto optimal models in the final population.

### 6.2 Tower Data

In this case study we examine an industrial data set available at [115], representing sensor measurements related to a distillation tower. Specifically the response variable is propylene concentration at the top of the distillation tower while the inputs correspond to temperatures, flows, and pressures related to the tower. Problems of this kind are known as inferential sensor development, and have many applications in the chemical industry. We refer to an excellent study on the application of SVMs for developing robust inferential sensors [49]. We provide a general context for this problem without delving into the details, summarizing [49, Ch. 1]

In an industrial setting it is extremely important to detect processes that are not running according to specification. Taking corrective action in time can avoid plant shutdowns, environmental contamination or hazard to human life. In other words, significant productivity is to be gained by monitoring such processes in real-time. Effective process monitoring is possible by measuring a wide variety of properties with hardware sensors. However, such sensors are not always practical or affordable. The solution is to develop a so-called soft sensor or inferential sensor, in other words develop a mathematical model instead of hardware.

Soft sensor development has several specific problems, we give an overview of the model requirements:

Complexity control - Inferential sensors are often prone to under-fitting or overfitting the learning data. This may seriously affect its reliability as well as its lifespan.

Using high-dimensional data and spaces - Industrial data sets typically contain many variables, and exhibit non-linear behavior. Overcoming the curse of dimensionality will be a key issue.

Robustness - Inferential sensors must be robust to noise in the measurements, and to outliers produced by faulty measurements. In addition the inferential sensor must be robust against changing operating conditions.

Good generalization capabilities - The learning data will typically be sparse such that the model must be able to extrapolate well. Graceful degradation of the model is preferable as compared to instable and erratic behavior outside the training domain.

Performing data compression and outlier detection - Data sets are so large that compression is essential. In addition outliers can contain useful information on abnormal behavior of the process.

Incorporating prior knowledge - As processes become more understood it is desirable to incorporate this knowledge into the model, as opposed to relying only on empirical data.

Adaptivity - The processes under study are dynamic, and it is expected that the model will adapt to gradually changing operating conditions.

Self-diagnostic capabilities - An inferential sensor must be able to evaluate its own predictive performance in order to be trustable.

From the requirements we observe that RF would not be a good modeling technique for soft sensor development, specifically the extrapolation is problematic as we demonstrated with an example in Section 3.2.4.6.

The univariate plot of the response variable is shown in Figure 6.9. To identify correlated variables we show the correlation matrix of the Tower data in Figure 6.10. We observe that many variables are correlated.


Figure 6.9: Univariate plot of the response variable in the Tower.


Figure 6.10: The correlation matrix of the Tower data set. Every square represents the correlation between two variables $i$ and $j$ where $(i, j)$ is the index of that square in the matrix. We observe that many variables are correlated.

All modeling was performed on a quad-core i7 machine operating at 3 Ghz , with a memory capacity of 12 GB. Other parameters are given in Table 6.3.

| RF Parameter | Value |  | SR Parameter | Value |
| :--- | :---: | :--- | :--- | :---: |
| Number of trees | 1000 |  | Independent Runs | 3 |
| In-Bag data | $2 / 3$ |  | Time Constraint/Run | 1 hour |
| Leaf Size | 5 |  | Accuracy Measure | $1-R^{2}$ |
| Candidate set size | $\|d\| / 3$ |  | Complexity Measure | sum of sub-tree sizes |

Table 6.3: Parameter values used for modeling the Tower response.
Importance scores obtained with both RF and SR are shown in Figure 6.11. We observe that the methods do not identify the same variables. In addition we note that results obtained with SR are in agreement with similar studies in the literature [116]. We further observe that good quality models in SR only use the variables, ranking highest in the importance scores: $x_{1}, x_{4}, x_{6}, x_{12}, x_{23}$.

If we assume that the importances obtained by SR are reasonable, the results from RF make more sense. For example consider $x_{6}$ which scores twice as important as any other variable with RF, and from the correlation matrix in Figure 6.10 we observe that $x_{6}$ is correlated with several other input variables. Similar behavior was also observed in the experiment with correlated relevant variables in Section 5.2.1.4. In addition, our experiment on a non-linear model using correlated irrelevant variables from Section 5.1.2.4, showed that many correlated variables can cause fluctuations in importances even if the correlated variables are not part of the true input-output relationship. This was related to the Gini score and candidate set size in Section 5.2.1.3. We conclude that the Tower data contains properties of both experiments, and importance scores obtained by RF are likely to over- or underestimate depending on the correlation with other variables. In addition, the number of important variables can not be determined using the importances obtained with RF, as shown in Figure 6.12.

To asses the quality of produced models with both techniques we randomly chose $10 \%$ of the data to be a test set. Both techniques created new models using the $90 \%$ training data. The RMSE on the test set was computed and is shown in Table 6.4. To see how variable selection would influence model accuracy, we remodeled the Tower data using the same training and test sets, while using only the five most important variables as identified by SR. The RMSE of models created using only five variables is also shown in Table 6.4.

Since the RMSE does not change dramatically when using only five inputs to create models, we conclude that this variables indeed contain most of the information present in the data set. We also note that since the test set is chosen randomly, most test points will be in the training domain. However, for this Tower problem we stress that extrapolation was an explicit design requirement, which is not possible with the model created by RF. In contrast, models created by SR for this problem have been shown to behave reasonable under extrapolation [116].

To visualize the prediction errors we sorted the test data according to the response, in ascending order. Figures 6.13 and 6.14 show the prediction error on the test set. We observe that RF has a smaller prediction error compared with SR. Recall that RF averages training points 'close' to the point to predict, such that the prediction error will be reasonable in the training domain. In contrast, SR will search for global models with generalization capabilities. The RMSE is not a good indication of the generalization capability of a model, and SR will have a higher RMSE compared with RF. However, in context of the Tower problem, the models produced by SR are preferable to the models produced with RF.

| Number of variables | RMSE |  |
| :---: | :---: | :---: |
| in the data set | RF | SR |
| 25 | 15.59 | 31.08 |
| 5 | 17.35 | 29.48 |

Table 6.4: RMSE on a random test set with $10 \%$ of the data set. We observe that the RMSE does not change dramatically when creating models using only the five most important variables as identified with SR. This indicates that these variables contain most information present in the original data set.


Figure 6.11: Comparing the importances obtained by RF and SR on the Tower problem. Observe that the methods do not agree. Results for SR are consistent with the literature[116], and those variables have been shown to produce good models. If we assume that variables identified by SR are a superset of the driving variables, we observe from the correlation matrix in Figure 6.10 that both relevant and irrelevant variables are correlated. We explain the behavior of RF in the text, analogously to our earlier experiments with correlated variables, observing that properties from both experiments are present simultaneously.

RF - Tower Data - Sorted


Figure 6.12: The sorted variable importances as computed by RF. From this importance scores the number of important variables can not be identified. This contrasts with importances obtained by SR as shown in Figure 6.11.


Figure 6.13: Visualization of the prediction error by RF on the Tower problem, using all variables for training. Note that the x -axis represents the index in the data set, and the points have been sorted according to the response, in ascending order. In other words the line marked 'Original' is not a response surface.


Figure 6.14: Visualization of the prediction error by SR on the Tower problem, using all variables for training. Note that the x -axis represents the index in the data set, and the points have been sorted according to the response, in ascending order. In other words the line marked 'Original' is not a response surface.

### 6.3 Summary

This chapter applies random forests (RF) and symbolic regression (SR) on real-life problems.
Several variables from the data set used to compute the Human Development Index (HDI) are modeled. Importance scores obtained by both RF and SR agree on some important variables, but differ on variables with lower importance. In addition the importance scores are interpretable in the application domain.

For the second case study an industrial data set of a distillation tower is modeled. Here we observe that variable importances obtained by RF are strongly influenced by correlated variables and SR identifies other driving variables. We confirmed that the prediction error does not increase significantly when the data is modeled using only the variables with highest importance score as obtained by SR. This indicates that SR is more applicable on large scale problems with many correlated variables.

## Chapter 7

## Implementation

### 7.1 Random Forest

Implementations of RF are freely available in several languages. We mention the original implementation in Fortran or C [11], which has been ported to R [69]. The R version has also been ported back to C with a Matlab interface [46]. However, for several experiments we wanted more control than was practical with any of these packages, and they were not easily extendable. In particular visualization and an intuitive graphical user interface (GUI). Furthermore, parallelization of the tree building process resulted in a near linear speedup per additional core, which was greatly appreciated by the authors when running the many experiments.

The focus of our implementation is to be flexible, and speed was only a secondary objective. Nevertheless we aimed for a practical balance. We opted to implement RF in C++ since we are familiar with the language and know it has the potential to be very efficient. In particular the use of templates enabled us to achieve high flexibility and remain efficient.

Importing data sets into a program is easier said than done. Not all data sets are perfect, and values can be empty, unknown, or not numeric. We wanted to have one representation available throughout the program. We opted to first read the data from a $\mathrm{CSV}^{1}$ file and represent it as a matrix of cell of different types such that all validation could be performed on this representation. Only after validation is the data converted into a proper matrix type. This resulted in a more maintainable solution, since the actual algorithm is not dependent on the external data formats.

The class diagram of the main classes is shown in Figure 7.1. Consequent with the logical structure of RF we have an RFEnsemble which contains a vector of instances of RFTree. An RFTree has the root node as data member of type RFNode, and each node has two child nodes. These classes all have the same template parameters, namely float_type and policy_type.

The float_type allows for compile-time switching between single and double precision floating point operations. Since the RF algorithm does not perform intensive calculations where floating point errors would be a problem, using single precision will result in faster program execution without negative impact on the results.

The policy_type contains several algorithmic parameters, for example which split criterion to use. Since we used a uniform interface to represent any split criterion, other criteria besides the Gini index could be investigated as well. Details on how to handle the random generator

[^1]and parallelization details are also covered by policy_type. Incorporating other variable importance measures could also be a future option.

A tree is constructed recursively. As can be seen from the static method RFTree.train, a tree will be constructed from a data matrix. That data will be split into in-bag and out-of-bag data. A type as specified by policy_type::DataInterface will be used to contain the in-bag data. This type has the necessary manipulator methods available, such that a node will use this container to find optimal splitting values and create child nodes recursively.


Figure 7.1: Class diagram of the most important classes for random forest. Only the most important fields and methods are shown.

It is the responsibility of the policy_type::DataInterface to maintain an internal structure to facilitate future data requests. For instance, the computation of the Gini criterion requires that the data of one variable is sorted, and the response is traversed in that sorted order. By implementing a generic interface the internal storage could be altered. In particular, we speculated that by using a clever internal organization it might be possible to avoid sorting
for every candidate, for every split. We tested an indexing approach, where the sorted indices are always available, but concluded this did not improve the performance. The extra work to maintain the internal structure and the penalty of accessing the data indirectly proved to be a slower approach than sorting the current partition. Since the partition size is expected to decrease rapidly, we find that only the first few splits on large data sets will spend a relatively long time to sort the data. For smaller partitions the sort operation is not as expensive. The current storage technique is to keep partitions in contiguous memory, and not explicitly split the data set.

The prediction is performed by iterating over the nodes, instead of the more intuitive recursive approach. Such recursive approach could build up the program stack, and since the tree depth is dependent on the data set size we preferred not to.

We provided a GUI for our implementation, primarily out of practical considerations. A screenshot of the GUI is shown in Figure 7.2. While the GUI is rather dense, this allowed us to easily adjust all parameters when performing experiments.


Figure 7.2: A screenshot of the GUI of our RF implementation. While the presentation is dense, all relevant parameters are easily accessible.


Figure 7.3: The time in seconds for constructing a forest of 1000 trees using a data set of 500 points in 10 dimensions, and determining the variable importance of the data set. Remark the linear speedup by increasing the number of threads.

Since the construction of all trees is independent, we opted to parallelize the tree construction and the computation of variable importance. The in-bag data of all parallel constructions are required to fit into main memory, but we did not find this a practical constraint. We used Intel Thread Building Blocks [43] (TBB) to manage and schedule threads. We found this library accessible and recommend its use in parallel applications. To test the effect of parallelization, we timed the execution of constructing a forest of 1000 trees using a data set of 500 points in 10 dimensions, and determining the importances using 10 independent permutations. All tests were performed on an Intel Core i7 quad core machine, the measurements are shown in Figure 7.3. We observe a near linear speedup in the number of threads.

### 7.2 Expression Evaluator

We wanted to have a tool for determining the variable importance from expressions, such as measures mentioned in Section 4.3.2. To this end we implemented a generic expression evaluator, focusing more on flexibility than speed.

Plain text representations of expressions are parsed with Bison [22] and Flex [87], such that each symbol is represented as a node in a parse tree. We opted for an object-oriented design where the type of nodes is dependent on the operation they represent. This allows the addition of extra operators in the future, in particular arbitrary complex operators such as separate programs.

The class diagram for the main classes is shown in Figure 7.4.


Figure 7.4: Class diagram for the main classes of the expression evaluator. Only the most important methods are shown.

The derivation of an expression is handled recursively, where every operator provides the knowledge of how to derive it. This design allows all current and future operators to be handled uniformly, which is a practical advantage. The elimination of variables is handled analogously.

We provided a uniform interface for variable importance measures, as shown in Figure 7.5. This facilitates the development of new measures. Currently we support the Mean, Shuffle, Derive, Eliminate measures as described in Section 4.3.2.


Figure 7.5: Class diagram for classes determining the variable importance. We chose to use a uniform interface for all importance measures.

Error functions are also handled through a uniform interface, such that any error function can be used without influencing other logic. Currently we support the sum of square errors, and $1-R^{2}$.


Figure 7.6: Class diagram for classes calculating a prediction error on a range specified by iterators.

We consider this implementation to be a prototype that could later be incorporated in an SR implementation, such that variable importances in expressions could be computed on individuals during an SR run.

## Chapter 8

## Conclusion

### 8.1 Research and Contributions

In this thesis we have studied regression problems, while showing the strong relation with classification, optimization and search problems. We identified several challenges that are present in real life data sets in the Introduction, in particular the quantification of the contribution of individual variables to the response. We stressed that models describing the data set are invaluable to interpret the importance of variables. We defined variable importance recognizing that it is a local property in Chapter 2, and introduced desirable properties of a good method for computing these importances, shown again here:

- Interpretability-Obtained importances should reflect the importances of the true input variables, without transformation.
- Strictness-Only variables relevant to describing the response should be allocated importances, so spurious variables should not appear important.
- Conservativeness-At intermediate stages of importance analysis all potentially interesting variables should receive importance.
- Reproducibility-A result can only be considered correct if it is reproducible.
- Universality-It is desirable for importances to be mutually comparable, and in addition to be problem independent.

In this thesis we focused on two specific techniques, namely random forests (RF) and symbolic regression (SR). Random forests is a commonly used technique for variable screening, and is based on an ensemble of classification and regression trees. Symbolic regression has its roots in evolutionary computation. It creates multiple models represented by explicit algebraic expressions, and has been shown to perform well on industrial data sets where traditional methods are no longer sufficient. These techniques are discussed at length in Chapter 3 and 4 respectively, and include algorithmic details. We illustrated the behavior of both techniques using intuitive examples. In particular in Section 3.2.4.4, we studied the parameter sensitivity of RF using a data set generated by interpreting the gray-values in an image. This results in a hard modeling problem where the gray-value is to be reconstructed using only the pixel coordinates. Since the model prediction could be also represented as an image, we were able to
intuitively approach the influence of RF parameters. To our knowledge such intuitive examples are not readily available in the literature.

In Chapter 5 several experiments relevant to real life data sets highlight the differences in variable importance between RF and SR. After examining and comparing the results we concluded that the variable importance measures of RF are prone to defects in the data set, while those of SR are more robust against such defects. We provided explanations on why RF exhibits this behavior in Section 5.2. We did not encounter a discussion from this point of view in the literature. In addition further experiments show that the sensitivity of RF to defects is due to the technique used to compute the variable importances as described in Section 3.3.2, and not an artifact of the generated models. From the experiment in Section 5.1.2.1 we conclude that RF can underestimate the importance of variables in a non-linear model given a small data set.

In addition we identified that it is of interest to determine variable importances given an explicit algebraic expression. Such importances could be readily incorporated in a SR algorithm, since models are represented as expressions. We presented preliminary experiments in Section 5.3.

Both RF and SR are applied to two real life case studies in Chapter 6. We concluded that SR is capable of delivering more interpretable results than RF.

For the RF component of both case studies and experiments we used software developed in context of this thesis. This software is described in Chapter 7. The RF implementation is notable for its extensive visualization capabilities. In addition we parallelized the model construction and variable importance computation. We have shown this approach scales linearly with the number of processors. This software is controlled using a graphical user interface providing access to all parameters discussed in this thesis. To our knowledge a prior parallel implementation of RF for regression was not available.

For experimenting with variable importance in expressions such as described in Section 4.3.2 we developed software, detailed in Chapter 7. Notable is the derivation of algebraic expressions and elimination of variables from algebraic expressions.

In the Appendices we provide a summary of our background research regarding variable importance, feature selection and dimensionality reduction. Principal component analysis and artificial neural networks are commonly used for such problems and are discussed in detail in Appendix A and B respectively. The popularity of these techniques is readily observed from references to recent applications.

### 8.2 Future Work

The model building process of SR is ideally a continuous evolution. But while convergence is assumed, there is little information available about the speed of convergence or the proximity to acceptable solutions. We observed that a population of insufficient quality will yield unreliable variable importances, so model quality must be verified when drawing conclusions. Therefore, it remains of great interest to look for robust algorithmic configurations that ensure the discovery of models of sufficient pre-defined quality.

A more formal framework to establish the importance of variables given an expression tree would be instrumental in guiding the evolutionary process. Future research could expand on the preliminary results obtained in this thesis.

As we observed from the evolutionary approach by SR, it is beneficial to incorporate
variable importance estimation in the modeling technique, since it allows the identification of interesting areas of the search space. It is of interest to investigate whether other techniques offer similar opportunities and how importance information discovered during a modeling run can be actively used within the same modeling run.

We are confident that RF can provide useful prediction models if extrapolation is not a requirement, based on observations from the examples in Section 3.2.4, and the Tower case study. We speculate that a better variable importance technique can be developed by incorporating knowledge about the model structure, in contrast to the current 'Shuffle' method.

We suspect that some problems with the importances derived by RF, could be solved by introducing a special kind of randomness in the trees. In particular using a varying candidate set size depending on the current depth in the tree. When this set starts only with very few candidates and gradually grows in size, a single variable would be prevented from dominating early on.

An interesting feature of $R F$ is to produce a proximity matrix, defining a distance measure on the data depending on which points were together a leaf partition. Although this topic was not treated in this thesis, we think this can provide a very useful tool to fill in missing values in the data by interpolation.

While we compared importances obtained by RF and SR in this thesis, comparison with regularized learning techniques, such as lasso[111] and elastic net[125], is of interest.

We see great potential in the analysis of variable importance, and stress the need to understand the modeling technique as well. However, intuitive and user friendly tools are not readily available to the researcher, resulting in many different implementations. It would benefit all parties to develop a consistent framework.

## Appendices

## Appendix A

## Principal Component Analysis

## A. 1 Motivation

Principal component analysis (PCA) is a multivariate statistical technique invented by Karl Pearson in 1901 [89]. The original purpose of the method was finding lines and planes that best fit a set of points in a $p$ dimensional space. Thirty-two years later Hotelling devised the method as a technique to find a smaller 'fundamental set of independent variables (...) which determine the values' of the original data set [40, 45]. Hotelling called such fundamental independent variables 'components'. If the components are chosen such that they maximize their successive contributions to the total variance of the original variables, they are called 'principal components' [48], hence the term principal component analysis.

At present PCA is a standard tool in statistical data analysis and is used for dimensionality reduction and pattern recognition in diverse fields. Section A. 5 gives an overview of the applications of PCA.

Much literature has been dedicated to PCA, we refer to $[45,48]$ for an extensive treatment. This section is loosely based on material from [98, 45, 48, 109] and will introduce the concepts of PCA and some basic properties.

## A. 2 Algorithm

PCA operates on multivariate data, that is data having multiple continuous attributes. The data is represented by the $m \times n$ matrix $D$.

$$
\begin{array}{l|l|l|l}
\text { Attr }_{1} & \text { Attr }_{2} & \ldots & \text { Atrr}_{n}
\end{array} \quad \quad \begin{aligned}
& d_{1,1}  \tag{A.1}\\
& d_{1,2} \\
& \ldots
\end{aligned} \left\lvert\, d_{1, n} \quad\left[\begin{array}{llll}
d_{1,1} & d_{1,2} & \ldots & d_{1, n} \\
d_{2,1} & d_{2,2} & \ldots & d_{2, n} \\
\vdots & \vdots & \ddots & \vdots \\
d_{2,1} & d_{2,2} & \ldots & d_{2, n} \\
\vdots & \vdots & \ddots & \vdots \\
d_{m, 1} & d_{m, 2} & \ldots & d_{m, 2}
\end{array} \quad \ldots \quad d_{m, n} .[]\right.\right.
$$

The goal of PCA is to find a new orthogonal basis such that the data is expressed in a more meaningful way. In the process we will discover hidden structures and have the opportunity to discard components that do not make a noteworthy contribution to structure in the data.

Each sample $\mathbf{d}^{i}$ of the data set can be interpreted as the vector $\left(d_{i, 1} d_{i, 2} \ldots d_{i, n}\right)^{T}$ in $n$ dimensional space, spanned by some orthonormal basis. By definition every sample $\mathbf{d}^{i}$ can be represented as a linear combination of this orthonormal basis. Actually each data record
naturally expresses a linear combination of the canonical basis. Therefore, the canonical basis is the most logical choice for the basis spanning the original data set:

$$
\left[\begin{array}{llll}
e_{1} & e_{1} & \ldots & e_{n}
\end{array}\right]=\left[\begin{array}{cccc}
1 & 0 & \ldots & 0 \\
0 & 1 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & 1
\end{array}\right]=I
$$

With the notion that each data point is expressed by a linear combination of a basis, the goals of PCA can be reformulated: PCA will construct a new orthogonal basis by linearly combining the original basis, such that the new basis expresses the data in an optimal way. Remark that PCA limits the transformation to the new basis to be linear, which will vastly simplify the process of finding a new basis. However, this property might be limiting for many data sets.

Let the linear transformation from the original basis to the optimal basis be expressed by the $n \times n$ matrix $P$. Then this transformation can be used to create a new $m \times n$ data set $Y$ containing the transformed data records:

$$
Y=D P, \quad \text { where } P=\left[\begin{array}{llll}
p_{1} & p_{2} & \ldots & p_{n} \tag{A.2}
\end{array}\right]
$$

The columns of $P$ denote the new basis vectors $\left\{p_{1}, \ldots, p_{n}\right\}$. The change of basis expressed by $P$ in Equation A. 2 can be interpreted geometrically by stretching and rotating the vectors associated with $\mathbf{d}^{i}$. PCA will construct each vector $p_{i}$ such that it is orthonormal with respect to any other vector $p_{j}$ for all $i \neq j$. Otherwise the set $\left\{p_{i}\right\}$ would not be an orthogonal basis.

Once the optimal transformation $P$ is found, the principal components of $D$ are exactly the vectors $\left\{p_{1}, \ldots, p_{n}\right\}$. The question remains how to chose a good basis for our data. Let us first examine what the desired properties of $Y$ are, in order to gain insight in the properties of $P$ as well.

It is expected that a data set contains irrelevant information, for example due to imprecisions during data collection or a limitation in the data representation. Analysis techniques only work when the amount of useful information is sufficient, compared to the irrelevant information. To use a term from signal processing, this balance between relevant and irrelevant information is expressed as the signal-to-noise ratio. Where a signal denotes relevant information, and noise denotes irrelevant information. This ratio is expressed by:

$$
\begin{equation*}
S N R=\frac{\sigma_{\text {signal }}^{2}}{\sigma_{\text {noise }}^{2}} \tag{A.3}
\end{equation*}
$$

Where $\sigma^{2}$ is the variance. Measurements of high quality will have a high $S N R$, while a low $S N R$ is an indication of poor data. It follows that if the $S N R>1$, the direction with the largest variance will contain the most relevant information. In PCA, the data is assumed to be of sufficient quality, such that the directions exhibiting the largest variance in the $n$-dimensional space are assumed to contain the most interesting characteristics of the data set.

The directions exhibiting the largest variance do not necessary coincide with the original basis. As an example we generate a two dimensional data set consisting of 100 records according to the following rules:

$$
\begin{equation*}
U=\operatorname{rand}(0,2), \quad X_{1}=2 U+\operatorname{rand}(0,0.5), \quad X_{2}=U+\operatorname{rand}(0,0.5) \tag{A.4}
\end{equation*}
$$

Where $\operatorname{rand}(a, b)$ generates uniform random numbers between $a$ and $b$. The resulting data is visualized in Figure A.1, and it is apparent that the original basis does not express the data well. The arrow $\sigma_{\text {signal }}^{2}$ indicates the direction of the largest variance, intuitively this direction would be a more suitable basis vector. To complete the new basis the second basis vector is constructed perpendicular to the first one, indicated by the $\sigma_{\text {noise }}^{2}$ arrow on Figure A.1. The directions indicated by the arrows conceptually represent directions of signal and noise. The generating function from Equation A. 4 indicates that both variable $X_{1}$ and $X_{2}$ contain the same information, expressed by their correlation. It is not hard to see that they could be replaced by a single variable $u$. Moreover the variable $u$ will be defined as linear combination of both variables.


Figure A.1: Plot of the data set generated by Equation A.4. The $\sigma_{\text {signal }}^{2}$ indicates the direction of highest variance which will chosen as the first principal component. The $\sigma_{\text {noise }}^{2}$ arrow indicates the variance of the noise compared to the first principal component.

This example illustrated the central idea behind the dimensionality reduction of PCA: correlated variables can be replaced by a single variable by performing a linear transformation. While this assumption simplifies most problems considerably, it is crucial to see that it only holds for linearly correlated variables.

Finding the direction with the highest variance in a 2-dimensional space corresponds to finding the best-fit line of the data points. For higher-dimensional problems this concept has to be generalized. To this end we introduce variance and covariance formally. For a vector $A=\left(a_{1} \ldots a_{n}\right)$ the variance is defined as:

$$
\begin{equation*}
\sigma_{A}^{2}=\frac{1}{n} \sum_{i=1}^{n}\left(a_{i}-\mu_{A}\right)^{2}, \quad \text { where } \mu_{A}=\frac{1}{n} \sum_{j=1}^{n} a_{j} \tag{A.5}
\end{equation*}
$$

In case $\mu_{A}$ is zero this simplifies to:

$$
\begin{equation*}
\sigma_{A}^{2}=\frac{1}{n} \sum_{i=1}^{n} a_{i}^{2} \tag{A.6}
\end{equation*}
$$

Consider two vectors $A$ and $B$ with $\mu_{A}=0$ and $\mu_{B}=0$, the covariance of $A$ and $B$ is then defined as:

$$
\begin{equation*}
\sigma_{A B}^{2}=\frac{1}{n} \sum_{i=1}^{n} a_{i} b_{i} \tag{A.7}
\end{equation*}
$$

Remark that the variance $\sigma_{A}^{2}$ is actually the special case of the covariance of vector $A$ with itself, or alternatively: $\sigma_{A}^{2}=\sigma_{A A}^{2}$. The covariance expresses the linearity of the relationship between two vectors [98]. Variables are correlated if the covariance is nonzero, where the magnitude indicates the degree of redundant information. We can reformulate Equation A. 7 using vector notation for $A$ and $B$, where $A$ and $B$ are column vectors from matrix $D$. The covariance is then defined using the dot product of vectors $d_{i}$ and $d_{j}$ :

$$
\begin{equation*}
\sigma_{d_{i} d_{j}}^{2}=\frac{1}{n} d_{i}^{T} d_{j} \tag{A.8}
\end{equation*}
$$

This definition of covariance naturally generalizes to an arbitrary set of column vectors. The covariance matrix $S$ of $D$ can now be defined as

$$
S=\frac{1}{n} D^{T} D, \quad \text { where } D=\left[\begin{array}{llll}
d_{1} & d_{2} & \ldots & d_{n} \tag{A.9}
\end{array}\right]
$$

Every element $s_{i, j}$ of the covariance matrix $S$ contains the covariance between the $i$ th and $j$ th attribute of $D$. It follows that $S$ must be a symmetric matrix, since $\sigma_{A B}^{2}=\sigma_{B A}^{2}$. Remark that the elements on the diagonal contain the variance of each attribute. Since the covariance reflects the correlation and redundancy, large values on the diagonal of $S$ correspond to interesting structures in the corresponding attribute. Large values outside of the diagonal indicate that variables corresponding to its indices are correlated and contain redundant information.

By defining the transformed attributes $y_{i}$ such that they have zero correlation and maximal variance we impose the following structure on the covariance matrix $T$ of $Y$ :

- Elements that are not on the diagonal must be zero, since we require every new attribute to be uncorrelated.
- Elements on the diagonal must have decreasing values, since we require principal components to be ordered by descending variance.

It follows that finding the principal components of $D$ is equivalent with finding the diagonalization of $S$. There are multiple methods to diagonalize $S$ which will be explained shortly. We found that the following algorithm for finding principal components explains the method intuitively:

1. Choose the normalized direction $p_{1}$ in which the variance in $D$ is maximized and let this direction be the first principal component.
2. Obtain another direction $p_{i}$ that maximizes the variance and that is orthonormal with respect to all previous components.
3. Repeat until $n$ components are selected.

While this algorithm is intuitive, it is certainly not the most efficient algorithm to find the principal components. By using eigenvector decomposition or singular value decomposition we can obtain the solution analytically.

## A. 3 Example

Figure A. 2 shows a data set with correlated variables $x_{1}$ and $x_{2}$. The result of applying PCA to this data set is shown in Figure A.3. To illustrate that correlated data can hide significant information, PCA is also applied to the data shown in Figure A.4. The resulting data set after transforming to a new basis is shown in A.5.


Figure A.2: The values of two correlated variables $x_{1}$ and $x_{2}$.


Figure A.3: Result from applying PCA on the data shown in Figure A.2. Variables $p_{1}$ and $p_{2}$ are linear combinations of $x_{1}$ and $x_{2}$, removing the correlation.

## A. 4 Variable Importance

In Chapter 2 we stressed that models are crucial for problem understanding, and variable importances should be determined from a suitable model. In the approach of PCA there is no distinction between input data $X$ and output data $Y$. Consequently, PCA is not concerned with functional relationships between input and output, and operates on a data matrix $D$.

The literature refers to PCA as a feature extraction technique, with a curious definition of extraction. When a new feature is created by combining original features, this new feature is said to be 'extracted'. Such feature extraction should not be confused with feature selection.

Even though PCA is sometimes described as a feature selection technique, this is different from what we understand as feature selection. The transformed features are combinations of potentially all original features, so technically no features are selected. This alternative use of


Figure A.4: A data set suspiciously similar to data shown in Figure A.2.


Figure A.5: Result from applying PCA on the data shown in Figure A.4. This information was previously obfuscated by the correlated variables.
the term feature selection can be confusing, especially since no functional relationships are considered. Hence the transformed features do not provide a good indication of the importance of the original features.

Variable importances are often determined by using PCA in conjunction with partial least squares regression and variable importance in projection. This is useful when linear regression is applicable, but assumes explicit knowledge of the model structure. This assumption does not hold for several problems studied in this thesis.

## A. 5 Applications

PCA is used for dimensionality reduction as a preprocessing step in tandem with other classification techniques for medical diagnosis $[64,92,18]$. The difference between the principal components and the actual discriminatory features for medical diagnostics is emphasized in [90], discussing issues of interpretability of the principal components as well.
In financial applications PCA is used to pre-process multi-collinear data, for instance to predict stock prices [108].
Other fields where PCA is employed extensively include image processing [21, 121, 124] and signal processing [78, 85, 42, 35]. As a specific case of image processing, PCA finds many applications in face recognition [41, 74, 118].

An interesting link between PCA and neural networks is demonstrated in [122] and from a different point of view in [96].

## A. 6 Summary

In this chapter we have demonstrated how principal component analysis (PCA) works. The assumption is made that the directions exhibiting the largest variance will contain the most interesting characteristics of the data set. The data is represented in a new orthogonal basis such that every axis maximizes variance along that direction, these directions are the principal
components of the data set. This allows to reduce the dimensionality of the data set by removing features in this new basis with lowest direction of variance.

PCA is in itself not a variable importance technique, but is often used in conjunction with partial least squares regression and variable importance in projection for determining variable importances.

## Appendix B

## Neural Networks

## B. 1 Motivation

The human brain processes information using a collection of interconnected cells called neurons, arranged in a neural network (NN). A topic of interest in the field of artificial intelligence is recreating intelligent behavior by modeling the low-level structure of the brain. The estimated number of neurons in the human brain is $10^{11}$ and they communicate using electrochemical signals. It is apparent that simulation of the full brain is not yet within reach due to computational constraints. However, simulations on a smaller scale proved sufficient to yield an interesting modeling tool with broad applicability, called artificial neural network (NN, the 'artificial' is implied).

For extensive literature on NN we refer to [ $10,25,36,86]$. A comparative predictive analysis of NN, non-linear regression an CART is provided in [93], including numerous applications and background information. A survey of NN for classification is given in [123]. The link between NN and traditional statistical models is examined in [96].

## B. 2 Algorithm

The behavior of biological neural networks is modeled using perceptrons, which are a simplified artificial representation of a biological neuron. Perceptrons are simple computational units taking multiple inputs. They will compute the net input by making a linear combination of all inputs. The coefficients of this linear combination are called the weight of that connection or also connection strength. Remark that weights can be negative, this is known in biology as inhibitory neurons eg. a neuron inhibiting other neurons to become active. An activation function is applied to the net input yielding the output. An artificial neural network is a collection of artificial neurons with a specific structure.

## B.2.1 Topology and Activation Function

The expressiveness of the NN model is determined by the structure of the NN and the choice of activation function. The structure can be layered, hierarchical or hybrid, we discuss the layered variant called multi layer perceptron (MLP) introduced in [88]. The standard topology consists of three layers, the input layer, hidden layer and output layer. The activation function can be any arbitrary function, but several conventional choices are known to exhibit specific
model properties. The most simple NN consists of the inputs connected to just one perceptron with a linear activation function, as shown in Figure B.1. Remark that optimizing the weights yield a linear regression model. The single perceptron can be expanded to proper layer(s) and could use a non-linear activation function, also shown in Figure B.1. A commonly used activation function is the sigmoid function:

$$
\begin{equation*}
\sigma(x)=\frac{1}{1+e^{-\beta x}}, \quad \text { where } \beta \text { is a slope parameter } \tag{B.1}
\end{equation*}
$$

When using a topology with just a single hidden layer, NN will produce nonlinear regression models. More complex topologies include multiple hidden layers. The choice of the number of hidden layers and the number of perceptrons per layer are important issues and discussed in [10, 36].


Figure B.1: Examples of possible topologies and activation function. On the left there is only one hidden layer and the output will be predicted using a linear combination of inputs, as determined by the weights $w_{i}$. On the right a more complex topology using a sigmoid activation function as described by Equation B. 1

## B.2.2 Model Training

Consistent with the biological counterpart a NN is said to be trained, implying gradual learning. In practice this often means that data points or observations are presented to the NN in sequence. The NN will then gradually optimize the connection strength between neurons to achieve a configuration yielding the most accurate prediction. Several training algorithms exist to adapt the connection weights when a training input is presented to the NN, but since this is not the focus of this thesis we refer to literature on back-propagation [86, 36, 25], Levenberg-Marquardt [33], conjugate gradient descent [79, 47, 19].

One thing all the learning algorithms have in common is that they aim to find the global minimum of the error surface of the NN. The error of a NN is determined by an error function, commonly chosen to be the SSE as introduced in Equation 1.6. One could view the error of a NN as a function of the free parameters in the model, described by the connection weights. So by the relation between regression and optimization, this multi-dimensional error function can be optimized to find an optimal NN model. Unfortunately it might be difficult to find the global minimum for this error surface since local optima can be present as well. This is a typical problem in multi-dimensional optimization where the minimum is lower than its surrounding neighborhood but above the global minimum, and most algorithms are not able to find the global minimum if they find a local minimum first.

The initial connection weights are chosen randomly, determining the starting position of the optimization. The learning algorithm will then try to find a minimum, and will possibly depend on the order in which the observations or data points are presented. Remark that a single training run does not give much guarantee in terms of prediction accuracy. Therefore, multiple NN are trained starting from different configurations of initial weights, division of data into training and test set, and training data ordering. The best models obtained by repeating this process can be combined in an ensemble to provide robust results [34].

## B. 3 Variable Importance

Many FS techniques are developed by the NN community, an overview is given in [67, 114]. A multi layer perceptron based dimensionality reduction technique is proposed in [73], while a genetic algorithm is used in [66] to determine optimal subsets. We will consider model dependent techniques, and summarize only select methods.

Since NN do also model non-linear behavior, inter-dependent variables can be handled by the modeling technique. Any FS technique applied on NN must not make the assumption that a linear model is sufficient, for example using individual linear correlations as a dependence measure is not enough. In practice this means that variables will have to be selected in sequence, and the model rebuilt after each removal to allow the model to take into account some of the dependencies.

## B.3.1 Using Model Structure

When NN are used for non-linear modeling, the weights are no longer easy to interpret. A heuristic proposed in [119] exploits both the weight value and the network topology, describing the 'saliency' of a variable $i$ :

$$
\begin{equation*}
S_{i}=\sum_{j \in H}\left(\frac{\left|w_{j i}\right|}{\sum_{i^{\prime} \in I}\left|w_{j i^{\prime}}\right|} \sum_{k \in O} \frac{\left|w_{k j}\right| H}{\sum_{j^{\prime} \in H}\left|w_{k j^{\prime}}\right|}\right) \tag{B.2}
\end{equation*}
$$

where $I, H, O$ denote respectively the input, hidden and output layer. Without loss of generality, suppose that each hidden and output node incoming weight vector sums to one. Then the previous equation can be written as:

$$
\begin{equation*}
S_{i}=\sum_{j \in H} \sum_{o \in O}\left|w_{o j} w_{j i}\right| \tag{B.3}
\end{equation*}
$$

It is now easier to see that $S_{i}$ for output $o$ is the sum of the absolute values of contributions over all paths from $i$ to $o$. Each individual path receives a score of the product of the weights from input $i$ to hidden unit $j$ and from $j$ to $o$. Remark that this measure will depend on the magnitude of the input, so all variables should be in a similar range.

## B.3.2 Using Model Error

Here the relevance of a variable is determined by the change in prediction error caused by fixing its value to the experimental mean, and varying other parameters. In order for this approach to be applicable, variables should be independent and the training set should be
representative of the input space. Saliency based pruning is a backward method introduced in [82] using the variation of the learning error as evaluation criterion:

$$
\begin{equation*}
S_{i}=\operatorname{MSE}-\operatorname{MSE}\left(\bar{x}_{i}\right), \quad \text { where } \operatorname{MSE}\left(\bar{x}_{i}\right)=\frac{1}{n} \sum_{l=1}^{n}\left(\hat{f}\left(x_{1}^{l}, \ldots, \bar{x}_{i}, \ldots, x_{d}^{l}\right)-y^{l}\right)^{2} \tag{B.4}
\end{equation*}
$$

Where $\bar{x}_{i}=\sum_{l=1}^{n} x_{i}^{l} / n$. Variables are then eliminated in the increasing order of $S_{i}$, thus eliminating variables with low impact first. Remark that this method does not take into account correlated variables.

## B. 4 Properties

## B.4.1 Model Evaluation

The NN training approach is sensible in case of real time observations, as is typical for the brain of living organisms. The model is slowly adapted in time to accommodate for new conditions, in contrast to the traditional statistical problems where all data is known in advance. Suppose we are in the traditional setting where all data is available prior to model building. In order to 'teach' the NN the relation between the input and output variables, the data set is split into a training and test set. The training set will be used to optimize the connection weights, while the test set will serve to validate the generated model on data the NN did not see before. In other words it will check the ability of the NN model to generalize to new cases. This is a crucial step in providing reliable models since the model might have a low prediction error but over-fits the training set, in which case the model did not capture the more general trend of the data. This often hints at an overly complex topology, and better results could be obtained with smaller networks.

## B.4.2 Data Distribution

The number of training data required to achieve a good model depends on several factors such as the number of weights to optimize and the unknown complexity of the underlying function. In addition the data must be representative to ensure the model will not be biased. This is related to the problem of imbalanced data as described in Section 1.2.12.5. The effect is explained using a classification example: If a NN would be trained to recognize unhealthy or healthy patients and the actual population has a ratio of $10 \%$ unhealthy and $90 \%$ healthy patients, the training data should reflect this ratio known as the prior probability. Suppose the training data would contain $50 \%$ unhealthy and $50 \%$ healthy patients. The NN model would predict more patients to be unhealthy than the actual $10-90$ ratio, since this allows for a lower overall prediction error. Another aspect to keep in mind is that NN in general tend to extrapolate poorly. Since weights are only adapted for data known to the network, there is no way to incorporate knowledge about areas outside the domain of the training data.

## B.4.3 Related Methods

Other approaches to NN exist as well. Most notably radial basis function networks (RBFN) [14, 81, 36], probabilistic neural networks (PNN) [103] and generalized regression neural networks (GRNN) [104], all resembling kernel-based approximation. The activation function is commonly chosen to be Gaussian. Conceptually a Gaussian curve is positioned around
a center in the input space for each neuron in the network. The centers are determined by cluster analysis, or coincide with a random subset of input points. A curve positioned that way can be thought of as expressing confidence in a local neighborhood: it is unlikely the response will differ much in close proximity of a known solution.

In unsupervised learning a self organizing feature map (SOFM) is a type of NN designed for unsupervised learning, where the network attempts to learn the structure of the data. It is not within the scope of this thesis to elaborate on this topic, but we refer to the literature [56, 57].

## B. 5 Applications

While NN are capable of prediction, they are also often used in context of pattern recognition and classification. For example in the medical sciences NN are employed to aid diagnoses [26]. Many applications in the financial sector NN are discussed in [112]. Matching images is also a popular application of NN. Here the NN is trained to recognize specific traits of an image, for example in context of facial recognition [65]. Other applications include the estimation of wind turbine power curves [68] and time series forecasting [29].

## B. 6 Summary

In this chapter we have shown that neural networks (NN) are artificial representations of biological neural networks. A model is represented by interconnected nodes, where each connection has an associated weight and each node performs a function combining all its inputs into one output. The modeling process consists of finding optimal connection weights as to minimize the prediction error. Models are said to be trained, typically by presenting the training data sequentially and gradually modifying the connection weights using a learning algorithm. The network topology determines the complexity of the functions that can be expressed. We note that Variable importance measures for NN can either use the model structure, or the model error.

## Appendix C

## Variable Types

Formally we can distinguish between four types of variables: nominal, ordinal, interval and ratio variable types. Each variable type has a set of applicable operations. The operations of interest are: distinctness $(=$ and $\neq)$, order $(<, \leq,>$ and $\geq)$, addition ( + and - ), multiplication (* and /). Remark that these operations are inclusive, that is to say if it is possible to use multiplication on a variable then surely all other operators must be defined as well.

Nominal variables can only be distinguished from another, while ordinal variables can be ordered as well. Such variables are referred to as categorical variables, and lack properties of numbers. Even though they might be represented by a number, they should not be handled as one. Numeric variables can be either interval variables or ratio variables. For an interval variable only the differences between values are meaningful, so plus and minus operators are allowed. As the name suggests, the ratio of values is also meaningful for variables of the ratio variable type. This extends the allowed operations by the division and multiplication.

In addition variables can be either discrete or continuous, describing the number of output values that variable can take. A discrete variable only has a finite (or countably infinite) number of output values. Remark that both categorical and numeric variables can be discrete. A continuous variable is one whose values are numbers in $\mathbb{R}$, implying that only numeric variables can be continuous.

Due to the limitation in the applicable operators on this different variable types, they also differ in permissible transformations. With permissible transformations we refer to transformations that do not change the meaning of the variable. For example the same volume could be measured in liters or gallons, and the conversion from liter to gallons or vice versa is a permissible transformation.

A nominal variable can only be transformed by a one-to-one mapping since such mapping only requires the distinctness property. A transformation on ordinal variables should preserve the order, so if the transformation is a function it must be monotonic. Transformations on interval variables must also preserve the meaning of addition and subtraction. For example converting from temperature in Celsius to Fahrenheit requires both a scaling and translation. Ratio variables can be scaled by a constant factor with preservation of their ratio.
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